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Note that the only difference between Windows Client OS machines and Windows Server OS machines is
that Server OS machines have the Remote Desktop Services role installed, and multiple connections are
created during VDA agent installation.

Note:

Values for Licensing are not configured by default. You can manually configure Licensing mode
and License servers manually on the master through Group policy as described in Specify a
License Server for an RD Session Host Server to Use.

After completing the installation and verifying that everything is in order (such as services are started, no
errors or warnings appear in the event logs) restart the machine. After rebooting the machine image the
machine by creating the vDisk as described in Create the master image.

Multi -user machine as a XenApp server
After configuring the Master XenApp server, launch Role Manager to create a XenApp server master
image.

1. Select Start > All Programs > Administrative Tools > Citrix > XenApp Server Role Manager.
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2. In Server Configuration Tasks, under XenApp, click Edit Configuration.
3. Select Prepare this server for imaging and provisioning.

[ ]
CITR!X XenApp Server Configuration

Choose a task to perform

# Prepare this server for imaging and provisioning
~ This prepares the server for use with system imaging or provisionin

# Remove this server from the current farm
This server will no longer be 3 member of a farm.

The server is removed from the farm and then configured and left ready to rejoin after reboot. Since the
server will be imaged rather than restarted, any target devices that boot off that image or vDisk
automatically join the farm on startup, therefore populating the farm.

All the changes in the farm are written the database on the SQL Server, and the information is not lost
when the provisioned servers are shut down or restarted.
= Pp S fi | _ O] x|
CiTR!x' XenApp Server Configuration

Configuring server

@ Stopping Commands Remofting Service...

¥ Leaving the current farm...

(¥ Resealing this server...

@ Scheduling server to join farm on next reboot...

Server configured successfully!
i@ngs will be applied when you done or reboot t@

Finish Cancel |

Important:

When this wizard completes, click Finish. Do not reboot the machine. At this point, create the
master image or vDisk.

With XenApp, provisioned machines have XenApp servers for Delivery Controllers. Delivery Controllers
are the defining components for Delivery Sites in App Orchestration.

The target devices in a XenApp Delivery Site are XenApp servers. Therefore you must install XenApp 6.5
after installing of the Provisioning Services agent on the master image.

The server must be a member of a farm (by either joining an existing or creating a new one) to
successfully run later when the wizard prepares it for imaging and provisioning.
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XenApp also requires the App Orchestration agent and Image Analysis components, which are the files
CitrixCamAgentServices 64.msi and CitrixCamImageAnalysis x64.msi on the Citrix Product

Depot.

Mame = Publisher | Version
%Citrix App Delivery Setup Tools Citrix Systems, Inc. 1.0,1.211
&% Citrix App Orchestration Agent Citrix Systems, Inc, 2.0.0.89
&4 Citrin App Orchestration Image Analysis Citrix Systems, Inc, 2.0.0.69

EHCitrix Common Commands Citrix Systems, Inc. 1.3.0.0

[ citrix Group Policy Client-Side Extension (x64) Citrix Systems, Inc. 1.5.0.0

[ citrine Group Policy Management (x&4) Citrix Systems, Inc. 1.5.0.0
(=7 Citrix HOX MediaStream for Flash - Server Citrix Systems, Inc, 2.0.0.0
ECitrix HDX WMI Provider Citrix Systems, Inc, 2.0.0.0
(57 Citrizc Hotfix Rollup Pack XAGS0WZKBRIXE4R02  Citrix Systems, Inc,

@Citrix License Configuration Tool Citrix Systems, Inc. 1.1.0.0
Citri}( Offline Plug-in Citrix Systems, Inc. 6.5.0.6634
Citrix Receiver (Enterprise) Citrix Systems, Inc, 13.1.0.89
QCitrix Single Sign-0On Console Citrix Systems, Inc. 5.0.0.6634
°Citrix ¥en Windows x84 PV Drivers Citrix 0.2.238
@Cih’ix XenApp 6.5 Citrix Systems, Inc. 6.5.0.0
ECitrix ¥enApp Commands Citrix Systems, Inc. b.5.0.0
@Citrix XenApp Management Citrix Systems, Inc. 6.5.0.0
f—-ﬁtitrix XenApp Migration Citrix Systems, Inc. 6.5.0.0
@Citrix ¥enApp Server Configuration Tool Citrix Systems, Inc. 1.2.0.0
@Citrix ¥enApp Server Role Manager Citrix Systems, Inc, 1,114

When the XenApp 6.5 server is the master for servers that are integrated into an App Orchestration
deployment, the farm already exists and the farm is the one created by the initial XenApp servers that
defined the Delivery Site. You can obtain the values required to join the master image to the farm, the SQL
server name and the database name, from these servers. Once the server joins the farm, you can prepare
for provisioning, after the following verification.

e Check that the server is working correctly by launching the Citrix AppCenter console and running

discovery.

e Make sure the setting for Single Sign-On is unchecked

2013 Citrix Systems, Inc. All rights reserved
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You can point to any of the XenApp servers in the Delivery Site for discovery.

Configure and run discovery
CiTRIX'

Select Products or Componenis

Select the products or components in your deployment that contain the items you want discovery

Steps to search for.

v Welcome Products or components:

» Select Products or = CJF] Gorx Resources
Components o Xenfpp
Configure Discovery (1@ Single Sign-On

Discovery Progress

Discovery fails if anything in the server is corrupted or improperly configured. If discovery completes
successfully is a good indication that the server is healthy.

At this point the Master XenApp server is ready. To image the server, create the vDisk as described in
Create the master image.

Create the master image

Obtain the master image from the reference machine where the Provisioning Server agent or target device
software is installed. The master image is a .vhd file created on the Provisioning Server by the imaging
utility. It contains an image of the entire hard disk of the master target. The extension .vhd stands for
Virtual Hard Disk and the image file is known as the vDisk.

Create a master image for a Single-user machine

For this type of machines the imaging is simple, if you are familiar with the common task of imaging. For a
detailed description, see CTX125740, How to image a target device using the Imaging Wizard.

Create a master image for a Multi-user machine

1. Create the database for the farm on a full SQL Server. Do not use the SQL Express software
available on the Citrix Product Depot to create a database on the XenApp server. No special
configuration of the database required,

2. Select the option to create a database on the SQL Server Management Studio console, and s

enter the database name and then click OK.

Install XenApp 6.5 on a server, which is referred to as the Master XenApp Server.

Launch XenApp Role Manager and select the option to configure a new farm.

5. Enter the database server name, credentials to access it, and the name of the database created in
step 1

Hw
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6. . Select Test Connection to make sure that you can contact the SQL Server and the database.

s Citrix XenApp Server Configuration

L]
CITRIX XenApp Server Configuration

Enter database credentials and test database connection

—

User name: admin |@ Test completed successfully.
Domain: J ) :

Current Credentials

Enter Credentials... | | Test connection

Test completed successfully.

7. After completing the configuration, the wizard starts the farm.

O M= |

.
CITRIX' XenApp Server Configuration

Configuring server

@ Saving configuration settings...

) Creating Citrix data store...

& Initializing Citrix data store...
Starting Citrix IMA Services...
Registering Citrix Administrators...
Configuring Commands Remoting Service...

"

Cancel

8. To verify, launch the Citrix AppCenter console and run discovery.
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9. Make sure that Single Sign-On is unchecked, and specify LOCALHOST for the server used for
discovery.

Configure and run discovery
CiTRIX

Select Products or Components

Select the products or components in your deployment that contain the items you want discovery

Steps to search for,

v \elcome Products or components:

* Select Products or EID@ Citrix Resources
Components i Xenfpp

e Single Sign-Ox
Configure Discovery O HRE

Discovery Progress

Discovery fails if anything in the farm is corrupted or improperly configured; otherwise a successful
completion indicates that the XenApp farm is healthy.

10. For extra verification, publish and launch an application.

You must separately configure a StoreFront server to provide access to the published application.
When the test is complete, delete the published application from the XenApp console.

11. Install the Provisioning Services Target Device software from a local drive and not over the
network.

The Master XenApp server is now ready.

12. Create the image (vDisk) by selecting Start > All Programs > Administrative Tools > Citrix >
XenApp Server Role Manager.

13. In Server Configuration Tasks, under XenApp, click Edit Configuration.
14. Select Prepare this server for imaging and provisioning.

[ ]
CITR!X XenApp Server Configuration

Choose a task to perform

Prepare this server for imaging and provisioning
This prepares the server for use with system imaging or provisioning tools.

#® Remove this server from the current farm
This server will no longer be 2 member of 2 farm.
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The server is removed from the farm and then configured and left ready to join it back after reboot.
Since the server will not be restarted but instead imaged, any target devices that boot off the image
automatically join the farm on startup, therefore populating the farm.

e pp S fi - [af %]
[ ]
ClTR!x' XenApp Server Configuration

Configuring server

@ Stopping Commands Remofting Service...

¥ Leaving the current farm...

(& Resealing this server...

@ Scheduling server to join farm on next reboot...

Server configured successfully!
I:(rmsesetﬁngs will be applied when you done or reboot t@

Finish Cancel |

Note that all the changes in the farm are written the database on the SQL Server, and the information
is not lost when the provisioned servers are shut down or restarted,
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Create a device collection

Provisioning Services uses the setup wizard to create multiple virtual machines in a Collection of target
devices. There are two setup wizards in the Provisioning Services console as shown in the following
example. They differ in their interaction with XenDesktop and the virtualization infrastructure.

e XenDesktop Setup Wizard — Virtual machines are added to the Provisioning Services collection
and also automatically to a Session Machine catalog. Therefore, it requires a Delivery Controller
with proper permissions for the current user.

e Streamed VM Setup Wizard — Interacts only with the hypervisor, and not with XenDesktop.
However, after creating the VMs, they can be imported into a XenDesktop catalog as an Existing

type.

The distinction is important because when creating and then adding virtual machines to a catalog in App
Orchestration, those created directly on the hypervisor using the Streamed VM Setup Wizard are created
by Provisioning Services.

.o
& File Action

e 2[E H=

View Window Help

“ .Provisioning Services Console Mame MAC
4 G Farm (ftle 6] O Frummser 9221
4 [ Sites M Fromemes B2
4[] Ft Lauderdale! [ 71 & 150 6a.n0¢
[ Servers Properties
=] p
vDisk Poo Rebalance Devices...
b @ VDIS_k Upg Set Max Transmission Unit...
4 @ Device Cd
= Maste Import Devices...
B wao1: Audit Trail...
@ Wing1 KenDesktop Setup Wizard...
o 5 d VM 5 Wizard
b Eb Visivic treame etup Wizard...
@ Hosts Aute-Add Wizard...
L Views Mew Window from Here
a [} Stores
E W2008R2 Delete
& wao1zr2 Refresh
{E Wina1 x64 Help
Important:

Always use the Streamed VM Setup Wizard for creating target devices in App Orchestration. Do not use
the XenDesktop Setup Wizard in an App Orchestration environment. It communicates directly with the
Delivery Site, which would interfere with App Orchestration’s interaction with Delivery Controllers.
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Device Collections and the right Organizational
Unit

Creating a device collection in Provisioning Services requires a destination Organizational Unit (OU). The
QU is the container in Active Directory where the computer accounts are created when the target devices
are created on the hypervisor. Although computer accounts can be relocated to different OUs (only if it is
necessary and with the proper precautions), Citrix recommends that the selected destination OU is the
same as the App Orchestration root OU when running the Streamed VM Setup Wizard for App
Orchestration.

For example, when creating a catalog of provisioned machines in App Orchestration, always select Import
externally-created Session Machines, as shown in the following example.

22 App Orchestration Welcome

Global Define Design Deliver Workflows

New Session Machine Catalog

A Session Machine Catalog is a collection of identical session machines. App Orchestration first ensures that all session
machines within the catalog have the same product installed, then it randomly selects a session machine as needed. If you want
App Orchestration to create session machines automatically, you must first create a template.

MNote that a Session Machine Catalog may contain session machines that reside in multiple domains, datacenters, and networks.
Also note that you should not manually connect a session machine to a delivery site. When necessary, App Orchestration will
automatically make this connection for you.

Automatically create virtual machines on-demand m I Import externally-created session machines
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In the following example, two virtual machines are added to a catalog. These machines were created by
Provisioning Services through the Streamed VM Setup Wizard. The symbols to the right of the last
machine listed (in this case, the second one) allow dynamically adding or removing machines and thus
decide the initial size of the catalog while creating it.

Basic Settings

Machine Mame: ft] 27
Machine Mame: ] 23 + %
Domain: £ Q : local

Datacenter: DCenter0 W

Machine account passwords in Provisioning Services

The following sources describe the importance of synchronizing the machine account password with
Active Directory when using Provisioning Services.

o (CTX132289, How to Troubleshoot Provisioning Server Machine Account Password
e Citrix Provisioning Server and Active Directory Machine Account Password Synchronization

e eDocs Provision Services, specifically Provisioning Services Administration section for the release

Failure to correctly configure correctly any of the following components may lead to multiple issues, such
as targets failing to register or the inability to log on with domain accounts.

e Provisioning server
e vDisk
e Group Policy for target devices

For an example, see CTX134340, Error: The trust relationship between this workstation and the primary
domain failed.
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The following example shows the Group Policy:

PVS Target Device
Computer Configuration (Enabled)

Secunty Settings
Local Policies/Secunty Options

Domain Member

Policy Setting
Pomain member: Disable machine account password changes Enabledl

User Configuration (Enabled)

Mo settings defined.
Important:
This group policy must be linked to any OUs containing provisioned target machines.

In any App Orchestration deployment there can be multiple OUs containing provisioned machine
accounts. Therefore, it is important that the administrator makes sure to link the group policy to all Delivery
Groups as soon as a hew one is created.
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Provisioned machines in the App Orchestration deployment

As previously described, you use the Streamed VM Setup Wizard from the Provisioning Services console
to create a device collection, which is a collection of computer accounts in Active Directory associated to
diskless VMs in a hypervisor. All the machines in the collection boot from the vDisk you created, and then
the vDisk is streamed across the network by the Provisioning Server and attached to the targets at boot
time.

Like other regular Session Machines, whether they are Single-user or Multi-user machines, provisioned
machines in App Orchestration are deployed through a catalog. There are no special considerations for
provisioned machines.

App Orchestration uses group policies to configure critical values on the different machines, and those
group policies apply regardless of the machine being provisioned. In a sense, provisioned machines are
transparent. The important consideration of machine account passwords for Provisioning Services is not a
requirement of App Orchestration, but inherent to the way Provisioning Services works.

Create a new version of a Provisioning Services Session Machine Catalog

When implementing changes in a Session Machines Catalog (catalog), such as adding a new application,
changes are first applied to one of the Session Machines. App Orchestration uses versioning to change all
remaining machines in the catalog.

Deliver Workflows

Session Machine Catalogs

ws.1xe4 I Edit Ii Add Machines ||| Create New Version ii Delete || f:) i

PVS catalog of Wing.1 x64 machines

Short name: whlexisting
Product type:  XenDesktop 7.1

Allocated: 2
Unallocated: (0]
Version: 2
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Selecting Create new version displays a dialog box similar to the following.

Create New Version - W8.1x64

Machines will begin the upgrade process as soon as all users have logged off

® Force users to log off by ‘1[];31;2013 04:53 pm |

) Do not force users to log off

Wl Complete upgrade process without admin inlenfenlionm

This option should be selected if an in-
place upgrade script is being used (KB
| E— | m A_rticle] or the mact]ine is provisiqned
via PVS or another image-streaming
technology such that a reboot is

sufficent to upgrade the machine to a
new version.

For Provisioning Services machines, only a reboot is necessary to upgrade the catalog to a new version.
Provisioning Services has its own versioning mechanism that allows vDisks to remain in use the entire
time that changes are performed, minimizing downtime for users. When the new version is ready, you
need only reboot targets to implement the updated vDisk.

Because Provisioning Services has its own implementation of versioning, the App Orchestration new
version update mechanism does not apply to provisioned machines. In addition, even Provisioning
Services product versions that do not include versioning capability (such as 5.6) can implement updates
without any intervention by App Orchestration other than handling the reboot of the targets.

Previously, you duplicated the vDisk, booted it from a target device in Private mode to make the changes,
and then shut down the target to change the vDisk back to standard mode. With the new versioning
method, you need only shut down and restart targets when a new vDisk becomes available, for the targets
to get the updated vDisk.

App Orchestration’s new versioning feature lets you update Provisioned catalogs with minimal
administrative intervention.

For more information see:

e Provisioning Services: From Single Image Delivery to Single Image Management
e Provisioning Services 7.x Updating vDisks
e Provisioning Services 6.1 Updating vDisks
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Create provisioned machines

Although Provisioning Services can stream a vDisk to both types of machines, the following procedure
assumes that only virtual machines are used with Provisioning Services.

In this example, the first machine is running Windows Server 2008 R2.

1. Assign the first machine to the catalog. This first Session Machine is used as the Master XenApp
Server because adding it to the new catalog makes the App Orchestration wizard install all the
required components and configure it, automatically installing the XenApp server, the App
Orchestration agent, and configure the farm.

Note:

Previously this document described how the Master XenApp server was configured
manually and joined to the XenApp farm before preparing it for imaging and provisioning. In
this example, because App Orchestration perform those actions, this Master XenApp
server, can also be prepared for imaging and provisioning. The results are the same and in
fact, the first Session Machine in any catalog, (Single-user or Multi-user, as well as for a
XenDesktop catalog) can be the machine with the master image.

2. When the installation activities complete and the workflows successfully complete, create the
master image, provision the server, and create a vDisk after completing some post-installl
configuration activities.

Caution:

When a Windows Server in which XenApp 6.5 is installed but not configured to the catalog, no farm is
created or joined. There is no .dsn file, and the IMA service is not started; basically the server is in
standby.
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Connecting to it displays the XenApp Role Manager:

i Citrix XenApp Server Role Manager

XenApp

¥enApp enables IT to centrally manage a single
instance of each application and deliver it to
users for online and offline use, providing a
better than installed experience.

@

Add or remove server roles

bl/_} Number of roles installed: 1

Server Configuration Tasks

Review setup information

Select this item to access the latest setup information on the Citrix
XenApp Web site.

SI=] B3

XenApp

§

£\ Spedify Licensing @

£
£

£

CiTRIX

™ Do not show this window at logon

Not configured

Close |

The server only becomes active when it is added to a subscription or added to increase the capacity
of a Delivery Group. The IMA service starts and it provides applications, as shown in the following

example:

ﬁ Group Policy Management

= (2] Citrix
= CtCloudAppManagement
+ CtwCloudAppMgmtBVT
1 | DCenterd
2| Shared
F = DelivSited
- [Coehee]

= |2 Controllers
=z dcenter0_License

E =
E=

= |2 Session Machines
= 2| deenterd-Xaa5sMoPYS-MultiTenant-5W-DA
i Delivsite1
= 2| deenterl-xanspys-MultiTenant-5W-DA
= Delivsite 1
[+ 3] SFrontd
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DelivSite1
Computer Configuration (Enabled)
Citrix Group Policy
Grmoups and Settings
Unfittered
Sett'g Value
Imitial Database Server Mame  fil 1
Initial Database Mame Deliv5Site 15ite

Lizer Configuration (Enabled)
Mo settings defined.
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After adding the server to the catalog, the XenApp server machine account remains in the App
Orchestration root OU (in this example, Citrix) and the Delivery Site policy does not apply. Therefore,
the IMA service fails to start because the Database Server Name and Database Name values in the
policy are missing from the registry. The server is not a member of a farm so it is not operational.

. Polid Type | Data
g REG_5Z (value not set)
- ab InjtialDatabaseName REG_5Z
Bl 1 aj]lrﬂﬁalDaEbaSESvaruerName REG_5Z fil 11
B~ 2
| . Events J
- || Evidence
B IMA
- | Database Settings :I 4| | LI
{Computer\HKEY_LOCAL_MACHINE\SOFTWARE Policies\Citrix\[MA \Database Settings | 2

3. Similarly, when the server is later assigned to a subscription, the machine account is automatically
moved to the Delivery Group OU under the Session Machines container to which the Delivery Site
Group Policy Obiject is linked. With the values required to start the IMA service applied, the server
becomes a member of a farm, the MF20.dsn file is created and the server becomes active or
operational.

At this point, the following has occurred:

The first Multi-user machine (the Master XenApp Server) is a member of a new catalog but
not of any XenApp farm

The machine account is on the App Orchestration root OU

XenApp6.5 is installed on the machine, but the IMA service is not started because the
Group Policy Object values are not applied

There is no MF20.dsn file in the IMA folder

The server is not fully operational or active as a XenApp Session Machine

Therefore, the Master XenApp server is not ready for imaging and provisioning. The preparation
for provisioning a XenApp server begins with removing the server from the farm, and it has been
clearly established that this server is not a member of a farm. Also, even though imaging the
server is technically possible, any target devices booting from that image or vDisk is by definition
identically configured to the master. That is they also will not be members of any farm, and would
just start the XenApp Role Manager as shown in the previous example.

4. To prepare for imaging the Master XenApp Server for temporarily become a member of a farm.

a.

b.

Log on to the machine and when the XenApp Role Manager wizard starts automatically,
configure licensing

Join the XenApp Delivery Controller farm, responding to the prompts for database server
name, admin credentials, and the name of the database. These are the same values
entered originally when creating the Delivery Site.
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c. When the Master XenApp server joins the farm the MF20.dsn file is created and the IMA
service starts, but only because the required values were entered in the XenApp Role
Manager wizard. Because the server is still in the App Orchestration root OU, the Group
Policy Objects don’t apply.

It is important that the MF20.dsn file has the proper values because the file is not deleted
when the server is shut down or restarted, nor destroyed when the server is prepared for
imaging and provisioning. The file is present in all the provisioned XenApp servers that boot
from the master image of the Master. Correct values can prevent some potential issues.

The following example shows what happens when the Master server joins a test farm
instead of the XenApp Delivery Site farm and then is imaged:

Event 4008, IMAService

The Citrix Independent Management Architecture (IMA] service is exiting. The database narme and
database server name recorded in the DSN file must either be empty or match the values stored in
Group Policy. DSM file: mf20.dsn DSM Entry: DATABASE D5N Value: xab5testdl Policy Setting:
Deliv5itel Site

Despite having the Group Policy Objects correctly configured, the IMA service fails if the
server doesn’t have the correct values in its dsn file

5. Launch the Citrix AppCenter console and run discovery pointing to either or both of the two
Delivery Controllers for the site. Running discovery is necessary because the name of the servers
is retained and then discovery work automatically, on any provisioned server. There are no
published applications nor are they needed. If the discovery process completes without errors then
the XenApp server is healthy and can be imaged for provisioning as described in the next step.

6. From the Citrix program group, launch the XenApp Server Role Manager and run the option to
prepare the server for imaging and provisioning. This removes it from the farm and configures it to
rejoin after reboot.

7. Exit the wizard but do not reboot.

Note:

Because the server is removed from the farm, it no longer appears as a member when
running discovery from the Delivery Controllers.

8. Create the master image of the Master XenApp Server.

9. When the vDisk creation is complete, (which may take approximately 30 minutes for a typical
scenario), set it to standard mode and configure the XenApp servers in the Provisioning Services
collection to use this vDisk.

There are now two XenApp servers configured as Delivery Site controllers, and there are many others
available machines as needed to create a Multi-user Session Machine catalog. You can create additional
Provisioned XenApp servers by using the Streamed VM Setup Wizard, then adding it to the catalog,
create new Delivery Groups, or add capacity to existing ones.
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Next, provisioned XenApp servers serve applications (offerings) to different group of users by virtue of
subscriptions. And how Delivery Groups correlate to the familiar concept of Worker Groups in XenApp

Create a Multi-user (provisioned) Session Machine Catalog

Once provisioned XenApp servers are available, you can add them to a catalog.

The following example shows what happens in Active Directory compared to how the same elements

appear in the Citrix AppCenter console.

When creating a catalog, the Session Machines remain in the App Orchestration root OU.

When machines are part of a subscription the computer accounts are moved to the OU created for the

Delivery Group.

In the follow example, there are three Delivery Groups with XenApp machines, all of which have the same
Group Policy Object for the XenApp Delivery Site linked. That is, they are members of the same farm but
subscribed to different offerings; serving different applications for different groups of users related to one

or more tenants.

S

= File Action

b

View Window Help

| Citrix
4 (3] DCenterl
4 2| Shared
poal| Delivsiteld
4 3| Delivsitel
k2| Controllers
4 = Session Machines
4 [3] deenterD-smcatalog-MultiTenant-SW-DA

= Delivsitel
4 = dcenterﬂl-KAEEP‘urS-MultiTenant-SW-DAI

m Delivsitel
4 ] deenterD-xaB3-MultiTenant-5W-DA
wr Delivsitel
B 2| SFrontD1
2| DecommissionedServers
2| Tenants
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The following example shows how the Delivery Groups in App Orchestration correspond to Worker

Groups in XenApp.

B Gitrix AppCenter

(_:.ii_:!'ix AppCenter

[Ey My Views
=] a Citrix Resources
[ > Configuration Toals
P2 Hotfix Management

£i Administrators
= E} Applications

= _E‘;' tenantd
EI_E} gft Access J0110
| A| Microsoft Access 2010
= _E‘;.' tenantl

=l [£) Notepad - 2
E{ Motepad++
..f History
{5 Load Balandng Polices

iy Load Evaluators
Policies
=l [ Servers

[E] From—

([E] P —

[E] Fru—-
= [E5 Worker Groups

[ [# Zones

Important:

F deenter0-XAG5PYS-MultiTenant-5W-DA

Al
A2 Microsoft Access 2010

Information I Servers IConﬁgurEd Users I Connected Users | Current Settings I

(Worker Group items in Microsoft Access 2010

MName | Description

B deenter0-XAB5PVS-MultiTenant-SW-DA

'Infnm'laﬁon| servers || Configured Users || connected Users | Current Setting: sl
(User items in Microsoft Access 2010

User Name I

£4) AN \GrpTEST2

|lnfor1'r|ation | Current Settings |

(Member server items in dcenter0-XAG5PVS-MultiTenant-SW-DA |

MName I Type Location

(=] FroSS— 4 Crganizational Unit | OU=dcenterD-XA65PYVS-MultiTenant-5w-DA fou-

As mentioned in Machine account passwords in Provisioning Services, you must apply a specific
machine account password for the group policy to all provisioned machines:
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In the following example, the administrator must manually link the Provisioning Services group policy to all
the Delivery Groups as they are created.

£
3, File Action View Window Help
[Z] Citrix
4 [3] DCenterl
4 (2| Shared
b2 DelivSited
4 |3 Delivsitel
2] Controllers
4 2 Session Machines
4 2] deenterl-smeatalog-MultiTenant-5W-DA

E‘f DelivSitel
4 5] dcenter'D—KAESPVS—MuI'I:iTenant—SW—DAI
wi Delivbitel
4 2| deenterD-xab3-MultiTenant-SW-DA
sz Delivsitel
I 2] SFrontd
2| DecommissionedServers
(2] Tenants

Alternatively you can edit the Group Policy for the Delivery Site that App Orchestration creates
automatically, and add the machine account password setting to the policy. When App Orchestration
creates a new Delivery Group, it automatically links to the Group Policy, essentially automating the
process. However, you must make sure that the machine account password setting is only applied to
Delivery Groups containing provisioned machines and never to non-provisioned machines.
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Create a provisioned XenApp farm

This section is included as a general reference about provisioning XenApp version 6.5 servers. .

1. Create the database for the farm on a full SQL Server. Do not use the SQL Express software
available on the Citrix Product Depot to create a database on the XenApp server. No special

configuration of the database required,
2. Select the option to create a database on the SQL Server Management Studio console, and s
enter the database name and then click OK.

kW

Install XenApp 6.5 on a server, which is referred to as the Master XenApp Server.
Launch XenApp Role Manager and select the option to configure a new farm.

5. Enter the database server name, credentials to access it, and the name of the database created in

step 1

6. . Select Test Connection to make sure that you can contact the SQL Server and the database.

L]
CITRIX' XenApp Server Configuration

Enter database credentials and test database connection

Current Credentials

User name: admin
Domain: J )

Enter Credentials...

Test Connection

Test completed successfully.

“0\»' Test completed successfully.

7. After completing the configuration, the wizard starts the farm.
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i SEE |
CiTR!x XenApp Server Configuration

Configuring server

& Saving configuration settings...

&) Creating Citrix data store...

& Initializing Citrix data store...
Starting Citrix IMA Services...
Registering Citrix Administrators...
Configuring Commands Remating Service...

nnnmnmnnnnnnnnnnn",

Cancel I

8. To verify, launch the Citrix AppCenter console and run discovery.

9. Make sure that Single Sign-On is unchecked, and specify LOCALHOST for the server used for
discovery.

Configure and run discovery
CiTRIX

Select Products or Components
Select the products or components in your deployment that contain the items you want discovery
Steps to search for,
v Welcome Products or components:
+ Select Products or ED@ Citrix Resources
Components o XenApp

e Single Sign-0
Configure Discovery O i

Discovery Progress

Discovery fails if anything in the farm is corrupted or improperly configured; otherwise a successful
completion indicates that the XenApp farm is healthy.

10. For extra verification, publish and launch an application.

You must separately configure a StoreFront server to provide access to the published application.
When the test is complete, delete the published application from the XenApp console.

11. Install the Provisioning Services Target Device software from a local drive and not over the
network.

The Master XenApp server is now ready.
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12. Create the image (vDisk) by launching the XenApp Role Manager and selecting the option to
prepare the server for provisioning.

=]

L )
CITR!X XenApp Server Configuration

Choose a task to perform

& Prepare this server for imaging and provisioning
~ This prepares the server for use with system imaging or provisioning tools.

#® Remove this server from the current farm
This server will no longer be 2 member of 2 farm.

The server is removed from the farm and then configured and left ready to join it back after reboot.
Since the server will not be restarted but instead imaged, any target devices that boot off the image
automatically join the farm on startup, therefore populating the farm.

[ )
CITR!X XenApp Server Configuration

Configuring server

Q Stopping Commands Remoting Service...

(& Leaving the current farm...

¥ Resealing this server...

@ Scheduling server to join farm on next reboot...

Server configured successfully!

imngs will be applied when you done or reboot t@
Finish I Cancel |

Note that all the changes in the farm are written the database on the SQL Server, and the information
is not lost when the provisioned servers are shut down or restarted,

References and additional reading

CTX129993 - Provisioning Services 6.x Administrator's Guide

CTX129994 - Provisioning Services 6.x Installation and Configuration Guide
CTX117374 - Best Practices for Configuring Provisioning Server on a Network
CTX127549 - Provisioning Services Best Practices

CTX124185 - Provisioning Services Antivirus Best Practices

CTX135360 - Planning, Implementing and Troubleshooting Provisioning Services
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