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The following topics cover configuration and installation information for NetScaler traffic management features.
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Analyzes incoming requests and forwards the requests for already cached data to
cache servers. Dynamic HTTP requests and non-cacheable requests are forwarded to
the origin servers. Cache redirection is a policy-based feature.

Analyzes client requests and redirects the requests to specific servers on the basis of
geographical area, authorization credentials, and device from which the request was
initiated.

Ensures optimal distribution of traffic from the application and web servers to the
database servers. Enables you to segment traffic according to information in the SQL
query and on the basis of database names, user names, character sets, and packet
size.

Provides authoritative domain name server (ADNS server) functionality for a domain.
The NetScaler appliance functions as a DNS end resolver and forwarder, and also
helps in name resolution when fully qualified domain names are not configured.

Distributes the traffic across multiple firewalls, providing fault tolerance, increased
throughput, and high availability.

Enables disaster recovery and ensures continuous availability of applications by
protecting against points of failure in a wide area network (WAN).

Load balances outbound traffic across multiple Internet connections to transmit packets
seamlessly over the best possible link.

Distributes user requests for web pages and other protected applications across
multiple servers to prevent server overloading and failure. Load balancing also provides
fault tolerance.

Offloads SSL processing from a server to the NetScaler appliance to accelerate SSL
transactions.

Offloads connection management from Web 2.0 servers. Instead of having to maintain
a long-lived connection to each client, a Web 2.0 server can maintain a single
connection to the NetScaler appliance. The appliance relays the server's data to waiting
clients over the connections that it maintains with them.



Cache Redirection

In a typical deployment, different clients ask web servers for the same content repeatedly. To relieve the origin web
server of processing each request, a NetScalerA® appliance with cache redirection enabled can serve this content from
a cache server instead of from the origin server.

The NetScaler analyzes incoming requests, sends requests for cacheable data to cache servers, and sends non-
cacheable requests and dynamic HTTP requests to origin servers.

Cache redirection is a policy-based feature. By default, requests that match a policy are sent to the origin server, and all
other requests are sent to a cache server. For testing or maintenance, you might want to skip policy evaluation and
direct all requests to the cache or to the origin server.

You can combine content switching with cache redirection to cache selective content and serve content from specific
cache servers for specific types of requested content.

A NetScaler configured for cache redirection can be deployed at the edge of a network, in front of the origin server, or
anywhere along the network backbone. In an edge deployment, commonly used by Internet Service Providers (ISPs),
cable companies, content delivery distribution networks, and enterprise networks, the NetScaler resides directly in front
of the clients. In a server-side deployment, the NetScaler is closer to the origin servers.

Cache redirection is used most commonly with the HTTP service type, but it also supports the secure HTTPS protocol.
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Cache Redirection Policies

A cache redirection virtual server applies cache redirection policies to each incoming request. By default, if a request
matches one of the configured policies, it is considered non-cacheable, and the NetScaler appliance sends it to the
origin server. Other requests are sent to a cache server. This behavior can be reversed, so that requests that match
configured cache redirection policies are sent to cache servers.

The NetScaler provides a set of policies for cache redirection. If these built-in policies are not adequate for your
deployment, you can configure user-defined cache redirection policies.

Note: Once you have determined which built-in cache redirection policies to use, or have created user-defined policies,
proceed with configuring cache redirection. To use this feature, you must configure at least one cache redirection virtual
server, and, for normal operation, you must bind at least one cache redirection policy to that virtual server.
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Built-in Cache Redirection Policies

The NetScaler appliance provides built-in cache redirection policies that handle typical cache requests. These policies
are based on HTTP methods, the URL or URL tokens of the incoming request, the HTTP version, or the HTTP headers
and their values in the request.

Built-in cache redirection policies can be directly bound to a virtual server and do not need further configuration.

Cache redirection policies use the simpler of two NetScaler expressions languages, called classic expressions. For a
complete description of classic expressions and how to configure them, see

The NetScaler provides the following built-in cache redirection policies

built in Policy Description

Name

bypass-non-get Bypass the cache if the request uses an HTTP method other than GET.
bypass-cache- Bypass the cache if the request header contains a Cache-Control: no-cache or Cache-
control Control: no-store header, of if the HTTP request contains a pragma header.
bypass-dynamic-url Bypass the cache if the URL suggests that the content is dynamic, as indicated by the

presence of any of the following extensions:

cgi
asp
exe
cfm
ex
shtml
htx

O 0O 00 O0OO0OOo

Also bypass the cache if the URL starts with any of the following:

o /cgi-bin/
o /bin/
o /exec/

bypass-urltokens Bypass the cache because the request is dynamic, as indicated by one of the following
tokens in the URL: ?, !, or =.

bypass-cookie Bypass the cache for any URL that has a cookie header and an extension other than .
gif or .jpg.

Displaying the Built-in Cache Redirection Policies

Updated: 2013-08-23

You can display the available cache redirection polices by using the command line interface or the configuration utility.

To display the built-in cache redirection policies by using the command line interface

At the command prompt, type:
show cr policy [<policyName>]

Example

> show cr policy
1) Cache- By- Pass RULE: NS_NON_GET Pol i cy: bypass- non- get
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2) Cache- By- Pass RULE: (NS_CACHECONTROL_NOSTORE || NS_CACHECONTROL_NOCACHE || NS_HEADE

3) Cache-By-Pass RULE: (NS _EXT _CA || NS EXT_ASP || NS EXT _EXE || NS _EXT_CFM || NS_EXT

4) Cache- By- Pass RULE: NS_URL_TOKENS Pol i cy: bypass-url t okens

5) Cache- By- Pass RULE: (NS_HEADER COKI E & & NS _EXT_NOT_G F && NS _EXT_NOT_JPEG Pol
Done

>

To display the built-in cache redirection policies by using the configuration utility
1. Navigate to Traffic Management > Cache Redirection > Policies. The configured cache redirection policies appear in

the details pane.
2. Select one of the configured policies to view details.
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Configuring a Cache Redirection Policy

A cache redirection policy includes one or more expressions (also called rules). Each expression represents a condition
that is evaluated when the client request is compared to the policy.

You do not explicitly configure actions for cache redirection policies. By default, the NetScaler appliance considers any
request that matches a policy to be non-cacheable and directs the request to the origin server instead of the cache.

Cache redirection uses the classic policy format. Each policy has a name and includes an expression or a set of
expressions that are combined by using logical operators.

To add a cache redirection policy by using the command line interface
At the command prompt, type the following commands to add a cache redirection policy and verify the configuration:

o add cr policy <policyName> -rule <expression>
o show cr policy [<policyName>]

Examples

Policy with a simple expression:

> add cr policy Policy-CRD-1 -rule "REQ HTTP. URL !'= /*.| peg"

Done
> show cr policy Policy-CRD 1
Cache-By-Pass RULE: REQ HTTP.URL != "'/*.|jpeg Pol i cy: Policy-CRD 1
Done
>

Policy with a compound expression:

> add cr policy Policy-CRD-2 -rule "REQ HTTP. METHOD == POST && (REQ HTTP.URL == /*.cgi || RE
Done
> show cr policy Policy-CRD 2
Cache- By- Pass RULE: REQ HTTP. METHOD == POST && (REQ HTTP.URL == '/*.cgi' || REQ HIT
Done
>

Policy that evaluates a header:

> add cr policy Policy-CRD-3 -rule "REQ HTTP. HEADER | f - Modi fi ed- Si nce EXI STS"
Done
> show cr policy Policy-CRD 3
Cache- By- Pass RULE: REQ HTTP. HEADER | f - Modi fi ed- Si nce EXI STS Pol i cy: Pol i cy- CRD- 3
Done
>

To modify or remove a cache redirection policy by using the command line
interface

o To modify a cache redirection policy, use the set cr policy command, which is just like add cr policy
command, except that you enter the name of an existing policy.

o To remove a policy, use the rm cr policy command, which accepts only the <name> argument. If the policy
is bound to a virtual server, you have to unbind the policy, before you can remove it.

For the details of unbinding a cache redirection policy, see "Unbinding a Policy from a Cache Redirection Virtual Server

To configure a cache redirection policy with a simple expression by using the
configuration utility

1. Navigate to Traffic Management > Cache Redirection > Policies.
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2.

In the details pane, click Add.

3. In the Create Cache Redirection Policy dialog box, in the Name* text box, type the name of the policy, and then in the
Expression area, click Add.

4. To configure a simple expression, enter the expression. Following is an example of an expression that checks for a .
jpeg extension in a URL:

O 0 O0OO0OO0OO0

Expression Type-General
Flow Type -REQ

Protocol -HTTP

Quialifier -URL

Operator - I=

Value* - /*.jpeg

The simple expression in the following example checks for an If-Modified-Since header in a request:

o

O 00O

o

Expression Type -General

Flow Type -REQ

Protocol -HTTP

Quialifier -HEADER

Operator -EXISTS

Header Name -If-Modified-Since

5. When you are finished entering the expression, click OK or Create, and then click Close.

To configure a cache redirection policy with a compound expression by
using the configuration utility

3.

1. Navigate to Traffic Management > Cache Redirection > Policies.
2.

In the details pane, click Add.
In the Name text box, enter a name for the policy.

The name can begin with a letter, number, or the underscore symbol, and can consist of from one to 127 letters,
numbers, and the hyphen (-), period (.) pound (#), space (), at (@), equals (=), and underscore (_) symbols. You
should choose a name that will make it easy for others to tell what type of content this policy was created to
detect.

Choose the type of compound expression that you want to create. Your choices are:

o

o

o
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Match Any Expression. The policy matches the traffic if one or more individual expressions match
the traffic.
Match All Expressions. The policy matches the traffic only if every individual expression matches
the traffic.
Tabular Expressions. Switches the Expressions list to a tabular format with three columns. In the
rightmost column, you place one of the following operators:
e The AND [ && ] operator, to require that, to match the policy, a request must match both the
current expression and the following expression.
e The OR [ || ] operator, to require that, to match the policy, a request must match either the current
expression or the following expression, or both. Only if the request does not match either
expression does it not match the policy.

You can also group expressions in nested subgroups by selecting an existing expression and
clicking one of the following operators:

e The BEGIN SUBGROUP [+ (] operator, which tells the NetScaler appliance to begin a nested
subgroup with the selected expression. (To remove this operator from the expression, click -( .)
e The END SUBGROUP [+ ) ] operator, which tells the NetScaler appliance to end the current
nested subgroup with the selected expression. (To remove this operator from the expression, click
-) )
Advanced Free-Form. Switches off the Expressions Editor entirely and turns the Expressions list intc
a text area in which you can type a compound expression. This is both the most powerful and the
most difficult method of creating a policy expression, and is recommended only for those thoroughly
familiar with the NetScaler classic expressions language.

For more information about creating classic expressions in the Advanced Free-Form text area,
see "Configuring Classic Policies and Expressions".

Caution: If you switch to Advanced Free Form expression editing mode, you cannot switch back to
any of the other modes. Do not choose this expression editing mode unless you are sure that you
want to use it.
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5. If you chose Match Any Expression, Match All Expressions, or Tabular Expressions, click Add to display the Add

Expression dialog box.

You should leave the expression type set to Gener al for cache redirection policies.

6. In the Flow Type drop-down list, choose a flow type for your expression.

The flow type determines whether the policy examines incoming or outgoing connections. You have two choices:

o REQ. Configures the NetScaler appliance to examine incoming connections, or requests.

o RES. Configures the appliance to examine outgoing connections, or responses.
7. In the Protocol drop-down list, choose a protocol for your expression.

The protocol determines the type of information that the policy examines in the request or response. Depending
upon whether you chose REQ or RES in the previous drop-down list, either all four or only three of the following

choices are available:

o HTTP. Configures the appliance to examine the HTTP header.

o SSL. Configures the appliance to examine the SSL client certificate. Available only if you chose REQ

(requests) in the previous drop-down list.
o TCP. Configures the appliance to examine the TCP header.
o |P. Configures the appliance to examine the source or destination IP address.
8. Choose a qualifier for your expression from the Qualifier drop-down list.

The contents of the Qualifier drop-down list depend on which protocol you chose. The following table describes

the choices available for each protocol.

Table 1. Cache Redirection Policy Qualifiers Available for Each Protocol

HTTP METHOD
A URL

URLTOKENS

VERSION

HEADER

URLLEN

URLQUERY

URLQUERYLEN
SSL CLIENT.CERT
CLIENT.CERT.SUBJECT
CLIENT.CERT.ISSUER
CLIENT.CERT.SIGALGO
CLIENT.CERT.VERSION
CLIENT.CERT.VALIDFROM
CLIENT.CERT.VALIDTO

p)

CLIENT.CERT.
SERIALNUMBER

CLIENT.CIPHER.TYPE
CLIENT.CIPHER.BITS
CLIENT.SSL.VERSION

TCP SOURCEPORT

A DESTPORT
MSS

IP SOURCEIP

A DESTIP

Definition

HTTP method used in the request.

Contents of the URL header.

URL tokens in the HTTP header.

HTTP version of the connection.

Header portion of the HTTP request.

Length of the contents of the URL header.
Query portion of the contents of the URL header.
Length of the query portion of the URL header.
SSL client certificate as a whole.

Contents of the client certificate subject field.
Client certificate issuer.

Signature algorithm used in the client certificate.
Client certificate version.

Date from which the client certificate is valid. (The start date.)

Date after which the client certificate is no longer valid. (The end
date.)

Client certificate serial number.

Encryption method used in the client certificate.
Number of significant bits in the encryption key.

SSL version of the client certificate.

Source port of the TCP connection.

Destination port of the TCP connection.

Maximum segment size (MSS) of the TCP connection.
Source IP address of the connection.

Destination IP address of the connection.

9. Choose the operator for your expression from the Operator drop-down list.
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10.

11.
12.
13.
14.

Your choices depend on the qualifier you chose in the previous step. The complete list of operators that can
appear in this drop-down list is:

o ==. Matches the following text string exactly.

I= . Does not match the following text string.

> . Is greater than the following integer.

CONTAINS . Contains the following text string.

CONTENTS . The contents of the designated header, URL, or URL query.
EXISTS . The specified header or query exists.

NOTCONTAINS . Does not contain the following text string.

NOTEXISTS . The specified header or query does not exist.

O 0 O0OO0OOO0OO O

If you want this policy to operate on requests sent to a specific Host, you can leave the default, the equals (==)
sign.

If the Value text box is visible, type the appropriate string or number into the text box.

For example, if you want this policy to select requests sent to the host shoppi ng. exanpl e. com you would type tha
string in the Value text box.

If you chose HEADER as the qualifier, type the header you want in the Header Name text box.

Click OK to add your expression to the Expression list.

Repeat steps 4 through 11 to create additional expressions.

Click Close to close the Add Expression dialog box and return to the Create Cache Redirection Policy dialog box.
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Cache Redirection Configurations

Depending on your deployment and network topology, you can configure one of the following types of cache redirection:

o Transparent. A transparent cache can reside on a variety of points along a network backbone to alleviate
traffic along the delivery route. In transparent mode, the cache redirection virtual server intercepts all traffic
flowing to the NetScaler appliance and applies cache redirection policies to determine whether content
should be served from the cache or from the origin server.

o Forward proxy. A forward proxy cache server resides on the edge of an enterprise LAN and faces the
WAN. In the forward proxy mode, the cache redirection virtual server resolves the hostname of the incoming
request by using a DNS server and forwards requests for non-cacheable content to the resolved origin
servers. Cacheable requests are sent to the configured cache servers.

o Reverse proxy. Reverse proxy caches are configured for specific origin servers. Incoming traffic directed to
the reverse proxy, can either be served from a cache server or be sent to the origin server with or without
modification to the URL.

citrix.com 11



Configuring Transparent Redirection

When you configure transparent cache redirection, the NetScaler appliance evaluates all traffic it receives, to determine
whether it is cacheable. This mode alleviates traffic along the delivery route and is often used when the cache server
resides on the backbone of an ISP or carrier.

By default, cacheable requests are sent to a cache server, and non-cacheable requests to the origin server. For
example, when the NetScaler appliance receives a request that is directed to a web server, it compares the HTTP
headers in the request with a set of policy expressions. If the request does not match the policy, the appliance forwards
the request to a cache server. If the response does match a policy, the appliance forwards the request, unchanged, to
the web server.

For details on how to modify this default behavior, see "Directing Policy Hits to the Cache instead of the Origin."

To configure transparent redirection, first enable cache redirection and load balancing, and configure edge mode. Then,
create a cache redirection virtual server with a wildcard IP address (*), so that this virtual server can receive traffic
coming to the NetScaler on any IP address the appliance owns. To this virtual server, bind cache redirection policies
that describe the types of requests that should not be cached. Then, create a load balancing virtual server that will
receive traffic from the cache redirection virtual server for cacheable requests. Finally, create a service that represents a
physical cache server and bind it to the load balancing virtual server.

citrix.com
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Enabling Cache Redirection and Load Balancing

The NetScaler cache redirection and load balancing features are not enabled by default. They must be enabled before
any cache redirection configuration can take effect.

To enable cache redirection and load balancing by using the command line
interface

At the command prompt, type the following command to enable cache redirection and load balancing and verify the
settings:

o enable ns featurecr | b
o show ns feature

Example

> enable ns feature cr |Ib
Done
> show ns feature

Feature Acr onym St at us

1) Web Loggi ng WL ON
2) Surge Protection SP ON
3) Load Bal anci ng LB ON
4) Content Swi tching CS ON
5) Cache Redirection CR ON
6) Sure Connect

23) HTM. | njection HTML.I nj ecti on ON
24) Net Scal er Push push OF
Done

>

To enable cache redirection and load balancing by using the configuration
utility

1. In the navigation pane, expand System, and then click Settings.
2. To enable cache redirection, in the details pane, under Modes and Features, click Configure advanced features.
a. In Configure Advanced Features dialog box, select the check box next to the Cache Redirection, and then click
OK.
b. In Enable/Disable Feature(s)? dialog box, click Yes.
3. To enable load balancing, in the details pane, under Modes and Features, click Configure basic features.
a. In Configure Basic Features dialog box, select the check box next to the Load Balancing, and then click OK.
b. In Enable/Disable Feature(s)? dialog box, click Yes.
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Configuring Edge Mode

When deployed at the edge of a network, the NetScaler appliance dynamically learns about the servers on that network.
Edge mode enables the appliance to dynamically learn about up to 40,000 HTTP servers and proxy TCP connections
for these servers.

This mode turns off collection of statistics for the dynamically learned services and is typically used in transparent
deployments for cache redirection.

To enable edge mode by using the command line interface
At the command prompt, type the following commands to enable edge mode and verify the setting:

o enable ns mode Edge
o show ns mode

Example

> enabl e ns node edge
Done

> show ns node

Mode Acronym St at us
6) MAC based f orwar di ng MBF ON
7) Edge configuration Edge ON
8) Use Subnet | P USNI P OFF
16)  Bridge BPDUs Bri dgeBPDUs OFF
Done
>

To enable edge mode by using the configuration utility

In the navigation pane, expand System, and then click Settings.

In the details pane, under Modes and Features, click Configure modes.

In Configure Modes dialog box, select the check box next to the Edge Configuration, and then click OK.
In Enable/Disable Feature(s)? dialog box, click Yes.

PwbnE
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Configuring a Cache Redirection Virtual Server

By default, a cache redirection virtual server forwards cacheable requests to the load balancing virtual server for the
cache, and forwards non-cacheable requests to the origin server (except in a reverse proxy configuration, in which non-
cacheable requests are sent to a load balancing virtual server). There are three types of cache redirection virtual
servers: transparent, forward proxy, and reverse proxy.

A transparent cache redirection virtual server uses an IP address of * and a port number, usually 80, that can accept
HTTP traffic sent to any IP address that the NetScaler represents. As a result, you can configure only one transparent
cache redirection virtual server. Any additional cache redirection virtual servers that you configure must be forward
proxy or reverse proxy redirection servers.

To add a cache redirection virtual server in transparent mode by using the
command line interface

At the command prompt, type the following commands to add a cache redirection virtual server and verify the
configuration:

o add cr vserver <name> <serviceType> [<IPAddress> <port> ] [-cacheType <cacheType>] [-redirect
<redirect>]
o show cr vserver [<name>]

Example

add cr vserver Vserver-CRD-1 HTTP * 80 -cacheType TRANSPARENT -redirect POLICY
> show cr vserver Vserver-CRD 1

Vserver-CRD-1 (*:80) - HITP Type: CONTENT

State: UP ARP: DI SABLED

Client Idle Tineout: 180 sec

Down state flush: ENABLED

Di sable Primary Vserver On Down : DI SABLED

Def aul t: Cont ent Precedence: RULE Cache: TRANSPARENT
On Policy Match: ORIG N L2Conn: OFF Oigi nUsI P: OFF
Redirect: POLICY Reuse: ON Via: ON ARP: OFF
Done
>

To modify or remove a cache redirection virtual server by using the
command line interface

o To modify a virtual server, use the set cr vserver command, which is just like using the add cr vserver
command, except that you enter the name of an existing virtual server.
o To remove a virtual server, use the rm cr vserver command, which accepts only the <name> argument.

To add a cache redirection virtual server in transparent mode by using the
configuration utility

1. Navigate to Traffic Management > Cache Redirection > Virtual Servers.
2. In the details pane, click Add.
3. Inthe Create Virtual Server (Cache Redirection) dialog box, specify values for the following parameters as shown:

o Name*a€”name
o Port*a€"port

* A required parameter

4. In the Protocol drop-down list, select a supported protocol (for example, HTTP). If the virtual server is to receive traffic
on a port other than the standard port for the selected protocol, enter a new value in the Port field.

Click the Advanced tab.

Verify that Cache Type is set to TRANSPARENT and Redirect is set to POLICY.

Click Create, and then click Close. The Cache Redirection Virtual Servers pane displays the new virtual server.
Select the new cache redirection virtual server to display the details of its configuration.

oNoo
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Binding Policies to the Cache Redirection Virtual Server

Cache redirection policies are not automatically bound to the cache redirection virtual server. A policy based cache
redirection virtual server cannot function unless you bind at least one policy to it.

To bind policies to a cache redirection virtual server by using the command
line interface

At the command prompt, type:

o bind cr vserver <name> -policyName <string>
o show cr vserver [<name>]

Example

> bind cr vserver Vserver-CRD-1 -policyNane bypass-cache-control
>Dginﬁd cr vserver Vserver-CRD-1 -policyNane bypass-dynani c-url
>Dgin<re]d cr vserver Vserver-CRD-1 -policyNanme bypass-urltokens
>Ein§d cr vserver Vserver-CRD-1 -policyNane bypass-cookie

ne

> show cr vserver Vserver-CRD-1
Vserver-CRD-1 (*:80) - HITP Type: CONTENT
State: UP ARP: DI SABLED
Client Idle Tineout: 180 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED

Def aul t: Content Precedence: RULE Cache: TRANSPARENT
On Policy Match: ORIG N L2Conn: OFF OiginUslIP. OFF
Redi rect: POLICY Reuse: ON Via: ON ARP: OFF

1) Cache bypass Policy: bypass-cache-control

2) Cache bypass Policy: bypass-dynam c-url

3) Cache bypass Policy: bypass-urltokens

4) Cache bypass Policy: bypass-cookie

Done
>

To bind a user-defined policy to a cache redirection virtual server by using
the configuration utility

Navigate to Traffic Management > Cache Redirection > Virtual Servers.
Click the virtual server that you want to configure, and click Open.

On the Policies tab, select type of the policy and then click Insert Policy.
Under Policy Name column, select the policy that you want to bind.
Click OK.

aogrwbE
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Unbinding a Policy from a Cache Redirection Virtual Server

When you unbind a policy from the cache redirection virtual server, the NetScaler appliance no longer applies the policy whet
evaluating client requests.

To unbind a policy from a cache redirection virtual server by using the
command line interface

At the command prompt, type:

o unbind cr vserver <name> -policyName <string>
o show cr vserver [<name>]

Example

unbi nd cr vserver Vserver-CR-1 -policyName bypass-non-get
> show cr vserver Vserver-CRD 1
Vserver-CRD-1 (*:80) - HITP Type: CONTENT
State: UP ARP: DI SABLED
Client Idle Tineout: 180 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED

Defaul t: Content Precedence: RULE Cache: TRANSPARENT
On Policy Match: ORIG N L2Conn: OFF OiginuslP:. OFF
Redi rect: POLICY Reuse: ON Via: ON ARP: OFF
1) Cache bypass Policy: bypass-cache-control
Done
>

To unbind a user-defined policy from a cache redirection virtual server by
using the configuration utility

Navigate to Traffic Management > Cache Redirection > Virtual Servers.

Click the virtual server that you want to configure, and then click Open.

On the Policies tab, under Policy Name, select the policy that you want to unbind.
Click Unbind Policy, and then click OK.

pwnhPE
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Creating a Load Balancing Virtual Server

The cache redirection virtual server on the NetScaler appliance can send requests to either a cache server farm, if the
request is cacheable, or to the origin server farm if the request is not cacheable.

Each cache server is represented on the appliance by a service, which is bound to a load balancing virtual server that
receives requests from the cache redirection virtual server and forwards those requests to the servers.

For details on configuring load balancing virtual servers and other configuration options, see "Load Balancing."

To create a load balancing virtual server by using the command line interface

At the command prompt, type the following commands to create a load balancing virtual server and verify the
configuration:

o add Ib vserver <name> <serviceType> [<IPAddress>] [<port>]
o show Ib vserver [<name>]

Example

> add | b vserver Vserver-LB-CR HTTP 10. 102. 20. 30 80

Done

> show | b vserver Vserver-LB-CR
Vserver-LB-CR (10.102.20.30:80) - HITP Type: ADDRESS
State: DOMN
Last state change was at Fri Jul 2 08:47:52 2010
Time since last state change: 0 days, 00:00:08.470
Ef fective State: DOMW
Client Idle Tineout: 180 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED
Port Rewrite : DI SABLED

No. of Bound Services : 0 (Total) 0 (Active)
Configured Met hod: LEASTCONNECTI ON
Mode: | P

Per si st ence: NONE
Vserver | P and Port insertion: OFF
Push: DI SABLED Push VServer:
Push Multi Clients: NO
Push Label Rule: none
Done
>

To create a load balancing virtual server by using the configuration utility

=

Navigate to Traffic Management > Load Balancing > Virtual Servers.
In the details pane, click Add.
3. Inthe Create Virtual Server (Load Balancing) dialog box, specify values for the following parameters as shown:

N

o Name*-name
o |P Address*- IPAddress
o Port*-port

* A required parameter

4. In the Protocol* drop down list, select a supported protocol (for example, HTTP). If the virtual server is to receive traffit
on a port other than the well-known port for the selected protocol, enter a new value in the Port field.
5. Click Create, and then click Close. The Load Balancing Virtual Servers pane displays the new virtual server.
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Configuring an HTTP Service

On the NetScaler appliance, a service represents a physical server on the network. In the transparent cache redirection
configuration, the service represents the cache server. Cacheable requests are sent by the cache redirection virtual server to
the load balancing virtual server, which in turn forwards each request to the correct service, which passes it on to the cache
server.

To configure an HTTP service by using the command line interface
At the command prompt, type the following commands to create an HTTP service and verify the configuration:

o add service <name> <IP> <serviceType> <port> -cacheType <cacheType>
o show service [<name>]

Example

> add service Service-HITP-1 10.102.29.40 HTTP 80 -cacheType TRANSPARENT
Done
> show service Service-HITP-1
Servi ce-HTTP-1 (10.102.29.40:80) - HITP
State: DOMN
Last state change was at Fri Jul 2 09:14:17 2010
Time since last state change: 0 days, 00:00: 13.820
Server Nanme: 10.102.29. 40
Server ID: O Monitor Threshold : O
Max Conn: O Max Req: O Max Bandwi dth: O kbits
Use Source I P. NO
Client Keepalive(CKA): NO
Access Down Service: NO
TCP Buffering(TCPB): NO
HTTP Conpressi on(CWP): YES
Idle tinmeout: Cient: 180 sec Server: 360 sec
Client |IP: DI SABLED
Cache Type: TRANSPARENT Redirect Mbde:
Cacheabl e: NO

SC. OFF
SP: ON
Down state flush: ENABLED
1) Moni t or Nanme: tcp-default
State: DOMN Weight: 1
Probes: 3 Failed [Total: 3 Current: 3]

Last response: Failure - Tinme out during TCP connection establishment stage
Response Tine: NA

Done

>

To modify or remove a service by using the command line interface

o To modify a service, use the set service command, which is just like using the add service command, excepi
that you enter the name of an existing service.
o To remove a service, use the rm service command, which accepts only the <name> argument.

To add an HTTP service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services
2. In the details pane, click Add.
3. In the Create Service dialog box, specify values for the following parameters as shown:

o Service Name*a€’name
o Server*a€” IP
o Port*a€’port

* A required parameter

4. In the Protocol* drop-down list, select a supported protocol (for example, HTTP).
5. Click Create, and then click Close.
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Binding/Unbinding a Service to/from a Load Balancing Virtual Server

You must bind a service to the load balancing virtual server. This enables the load balancer to forward the request to the
server that the service represents. If your configuration changes, you can unbind a service from the load balancing virtual
server.

To bind a service to aload balancing virtual server by using the command
line interface

At the command prompt, type:

o bind Ib vserver <name> <serviceName>
o show Ib vserver [<name>]

Example

> bind | b vserver vserver-LB-CR service-HITP-1

Done

> show | b vserver Vserver-LB-CR
Vserver-LB-CR (10.102.20.30:80) - HITP Type: ADDRESS
State: DOMNN
Last state change was at Fri Jul 2 08:47:52 2010
Time since |last state change: 0 days, 00:42:25.610
Ef fective State: DOM
Client Idle Tineout: 180 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED
Port Rewrite : DI SABLED

No. of Bound Services : 1 (Total) 0 (Active)
Configured Met hod: LEASTCONNECTI ON
Mode: |P

Per si st ence: NONE

Vserver | P and Port insertion: OFF
Push: DI SABLED Push VServer:

Push Multi Clients: NO

Push Label Rul e: none

1) Service-HTTP-1 (10.102.29.40: 80) - HTTP State: DOW Weight: 1
Done
>

To unbind a service from a load balancing virtual server by using the
command line interface

To unbind a service, use the unbind Ib vserver command instead of bind |b vserver.

To bind/unbind a service from a load balancing virtual server by using the
configuration utility

Navigate to Traffic Management > Load Balancing > Virtual Servers

In the details pane, select the virtual server from which you want to bind/unbind the service, and then click Open.
On the Services tab, in the Active column, select/clear the check box next to the Service Name.

Click OK.

PwbnE
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Disabling the Use the Proxy Port Setting for Transparent Caching

If the use source IP (USIP) option is disabled on a cache service configured on the NetScaler appliance, the appliance
forwards client requests to the cache service by using a NetScaler-owned subnet IP (SNIP) address or mapped IP (MIP)
address as the source IP address and a random port as the source port. The randomly selected port is called the proxy
port.

However, if you want to configure a fully transparent cache (a cache configuration in which the cache service receives
the clientd€™s IP address and port number), you must not only enable the USIP option, either globally or on the cache
service, but also disable the Use Proxy Port setting, either globally or on the cache service. Disabling the Use Proxy
Port setting enables the appliance to use the clienta€™s source port as the source port when it connects to the cache
service, and ensures a fully transparent cache configuration.

For more information about configuring the Use Proxy Port option globally or on a service, see "Configuring the Source
Port for Server-Side Connections."
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Assigning a Port Range to the NetScaler

Sharing of the client IP address may create a conflict that makes network devices, such as routers, cache servers, origin
servers, and other NetScaler appliances, unable to determine the appliance, and therefore the client, to which the
response should be sent.

A method to solve this problem is to assign a source port range to the NetScaler appliance. This allotment enables
network devices to unambiguously identify the NetScaler appliance that sent the request.

To assign a source port range to a NetScaler appliance by using the
command line interface

At the command prompt, type:
set ns param -crPortRange <startPortNumber-endPortNumber>

To assign a source port range to a NetScaler appliance by using the
NetScaler configuration utility

1. In the navigation pane, click System, and then click Settings.

2. In the Settings group, click the Change global system settings link.

3. In the Cache Redirection Port Range group, specify the port range for the NetScaler by typing a port number for Start
Port and a port number for End Port.

4. Click OK.
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Enabling Load Balancing Virtual Servers to Redirect Requests to Cache

If a load balancing virtual server is configured to listen on a particular IP address and port combination, it takes
precedence over the cache redirection virtual server for any requests destined for that address-port combination.
Therefore, the cache redirection virtual server does not process those requests.

If you want to override this functionality and let the cache redirection virtual server decide whether the request should be
served from the cache or not, configure the particular load balancing virtual server to be cacheable.

Such a configuration is typically used when an ISP uses a NetScaler appliance at the edge of its network and all traffic
flows through the appliance.

To enable load balancing virtual servers to redirect requests to the cache by
using the command line interface

At the command prompt, type:

o set Ib vserver <name> [-cacheable ( YES | NO)]
o show Ib vserver [<name>]

Example

set | b vserver Vserver-LB-CR a€“cacheabl e YES

> show | b vserver vserver-LB-CR
Vserver-LB-CR (10.102.20.30:80) - HITP Type: ADDRESS
State: DOMNN
Last state change was at Fri Jul 2 08:47:52 2010
Time since last state change: 0 days, 01:05:51.510
Ef fective State: DOWN
Client Idle Tinmeout: 180 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED
Port Rewrite : DI SABLED

No. of Bound Services : 1 (Total) 0 (Active)
Configured Met hod: LEASTCONNECTI ON
Mode: | P

Per si st ence: NONE

Cacheabl e: YES PQ OFF SC. COFF
Vserver | P and Port insertion: OFF
Push: DI SABLED Push VServer:

Push Multi Clients: NO

Push Label Rul e: none

1) Service-HTTP-1 (10.102.29.40: 80) - HTTP State: DOM Weight: 1
Done

For transparent cache redirection, the NetScaler intercepts all traffic and evaluates every request to determine whether
it is cacheable. Non-cacheable requests are sent unchanged to the origin server.

When using transparent cache redirection, you may want to turn off cache redirection for load balancing virtual servers
that always direct traffic to origin servers.

To turn off caching for a load balancing virtual server by using the command
line interface

To turn off caching for a load balancing virtual, use the unset Ib vserver command instead of set Ib vserver. Specify a value o
NO value for the -cacheable parameter.

To enable or disable load balancing virtual servers to redirect requests to the
cache by using the configuration utility

Navigate to Traffic Management > Load Balancing > Virtual Servers.

In the details pane, select the virtual server from which you want to enable/disable the caching, and then click Open.
On the Advanced tab, select/clear Cache Redirection check box.

Click OK.
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Configuring Forward Proxy Redirection

A forward proxy is a single point of contact for a client or group of clients. In this configuration, the NetScaler appliance
redirects non-cacheable requests to an origin server and redirects cacheable requests to either a forward proxy cache
or a transparent cache.

When the NetScaler is configured as a forward proxy, users must modify their browsers so that the browser sends
requests to the forward proxy instead of the destination servers.

A forward proxy cache redirection virtual server on the NetScaler compares the request with a policy for caching. If the
request is not cacheable, the NetScaler queries a DNS load balancing virtual server for resolution of the destination,
and then sends the request to the origin server. If the request is cacheable, the NetScaler forwards the request to a load
balancing virtual server for the cache.

The NetScaler relies on a host domain name or IP address in the request's HOST header to determine the requested
destination. If there is no HOST header in the request, the appliance inserts a HOST header based on the destination IP
address in the request.

Typically, the NetScaler appliance acts as a forward proxy in an enterprise LAN. In such a configuration, the appliance
resides at the edge of an enterprise LAN and intercepts client requests before they are fanned out to the WAN.
Configuring the appliance in the forward proxy mode reduces traffic on the WAN.

To configure forward proxy cache redirection, first enable load balancing and cache redirection on the NetScaler. Then,
configure a DNS load balancing virtual server and associated services. Also configure a load balancing virtual server
and bind to it appropriate services for the cache. Configure a forward proxy cache redirection virtual server and bind the
DNS and load balancing virtual servers to it. You must also configure caching policies and bind them to the cache
redirection virtual server. To complete the setup, configure the client browsers to use the forward proxy.

For details on how to enable cache redirection and load balancing on the NetScaler, see "Enabling Cache Redirection
and Load Balancing."

For details on how to create a load balancing virtual server, see "Creating a Load Balancing Virtual Server."
For details on how to configure services that represent the cache server, see "Configuring an HTTP Service."
For details on how to bind the service to a virtual server, see "."

For details on how to create a forward proxy cache redirection server, see "Configuring a Cache Redirection Virtual
Server", and create a virtual server of type TRANSPARENT or FORWARD.

For details on binding cache redirection policies to the cache redirection virtual server, see "Configuring a Cache
Redirection Policy."
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Creating a DNS Service

A DNS service is a representation, on the NetScaler appliance, of a physical DNS server in the network. A DNS load
balancing virtual server sends DNS requests to the DNS server in the network through such a service.

To create a DNS service by using the command line interface

At the command line, type the following commands to create a DNS service and verify the configuration :

o add service <name> <IP> <serviceType> <port>
o show service [<name>]

Example

add service Service-DNS-1 10.102.29.41 DNS 53
show servi ce Service-DNS-1
Servi ce-DNS-1 (10.102.29.41:53) - DNS
State: DOMNN
Last state change was at Fri Jul 2 10:14:32 2010
Time since |last state change: 0 days, 00:00: 13.550
Server Nane: 10.102.29.41
Server ID: O Monitor Threshold : O
Max Conn: O Max Req: O Max Bandwi dth: 0 kbits
Use Source | P: NO
Client Keepalive(CKA): NO
Access Down Service: NO
TCP Buffering(TCPB): NO
HTTP Conpressi on(CVP): NO
Idle tinmeout: Cient: 120 sec Server: 120 sec
Client |P: DI SABLED
Cacheabl e: NO

SC. OFF
SP: OFF
Down state flush: ENABLED
1) Moni t or Name: ping-default
State: DOWN Weight: 1
Probes: 3 Failed [Total: 3 Current: 3]

Last response: Failure - Probe tined out.
Response Tinme: 2000.0 millisec
Done

To add an DNS service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services.
2. In the details pane, click Add.
3. In the Create Service dialog box, specify values for the following parameters as shown:

o Service Name*a€’name
o Server*a€’IP
o Port*a€’port

* A required parameter

4. In the Protocol* drop down list, select a supported protocol (for example, DNS).
5. Click Create, and then click Close.
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Creating a DNS Load Balancing Virtual Server

The DNS virtual server enables the forward proxy to perform DNS resolution before forwarding a client request to an origin
server. The DNS load balancing virtual server is associated with the DNS service that represents the physical DNS server
the network.

To create a DNS load balancing virtual server by using the command line
interface

At the command line, type the following commands to create a DNS load balancing virtual server and verify the
configuration:

o add Ib vserver <name> <serviceType>
o show Ib vserver [<name>]

Example

> add | b vserver Vserver-DNS-1 DNS

Done

> show | b vserver Vserver-DNS-1
Vserver-DNS-1 (0.0.0.0:0) - DNS Type: ADDRESS
State: DOMN
Last state change was at Fri Jul 2 10:32:28 2010
Time since |ast state change: 0 days, 00:00:08. 10
Ef fective State: DOMN ARP: DI SABLED
Client Idle Tineout: 120 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED

No. of Bound Services : 0 (Total) 0 (Active)
Configured Met hod: LEASTCONNECTI ON
Mode: | P
Persi stence: NONE
Done
>

To create a DNS load balancing virtual server by using the configuration
utility

Navigate to Traffic Management > Load Balancing > Virtual Servers.

In the details pane, click Add.

In the Create Virtual Server (Load Balancing) dialog box, in the Name box, type a name for the virtual server.
In the Protocol* drop down list, select a supported protocol (for example, DNS).

Click Create, and then click Close. The DNS Virtual Servers pane displays the new virtual server.

agrwnNRE
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Binding the DNS Service to the Virtual Server

For the DNS server to respond to DNS requests, the service representing the DNS server must be bound to the DNS virtual

server.

To bind the DNS service to the load balancing virtual server:

At the command prompt, type the following commands to bind the DNS service to the load balancing virtual server and
verify the configuration:

o bind Ib vserver <name> <serviceName>
o show Ib vserver <name>

Example

> bind I b vserver Vserver-DNS-1 Service-DNS-1

Done

> show | b vserver Vserver-DNS-1
Vserver-DNS-1 (0.0.0.0:0) - DNS Type: ADDRESS
State: DOMN
Last state change was at Fri Jul 2 10:32:28 2010
Time since last state change: 0 days, 00:12:16.80
Ef fective State: DOMN ARP: DI SABLED
Client Idle Tineout: 120 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED

No. of Bound Services : 1 (Total) 0 (Active)
Configured Met hod: LEASTCONNECTI ON
Mode: | P

Per si st ence: NONE

1) Service-DNS-1 (10.102.29.41: 53) - DNS State: DOMN  Wight: 1
Done
>

To unbind a DNS service from the load balancing virtual server:

Use the unbind Ib vserver command instead of bind Ib vserver.

To Bind/Unbind a DNS service to/from a load balancing virtual server by
using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers

2. In the details pane, select the virtual server to/from which you want to bind/unbind the DNS service, and then click
Open.

3. On the Services tab, in the Active column, select/clear the check box next to the Service Name.

4. Click OK.
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Configuring a Client Web Browser to Use a Forward Proxy

When you configure the NetScaler appliance as forward proxy cache redirection virtual server in the network, you must
configure the client Web browser to send requests to the forward proxy. Typically, when you use a forward proxy, the
only route to the servers in the network is through the forward proxy.

Refer the documentation for your browser to configure the browser to use a forward proxy. Specify the IP address and
port number of the forward proxy cache redirection virtual server for this configuration.
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Configuring Reverse Proxy Redirection

A reverse proxy resides in front of one or more Web servers and shields the origin server from client requests. Often, a
reverse proxy cache is a front-end for all client requests to a server. An administrator assigns a reverse proxy cache to a
specific origin server. This is unlike transparent and forward proxy caches, which cache frequently requested content for
all requests to any origin server, and the choice of a server is based on the request.

Unlike a transparent proxy cache, the reverse proxy cache has its own IP address and can replace destination domains
and URLs in a non-cacheable request with new destination domains and URLSs.

You can deploy reverse proxy cache redirection at the origin-server side or at the edge of a network. When deployed at
the origin server, the reverse proxy cache redirection virtual server is a front-end for all requests to the origin server.

In the reverse proxy mode, when the NetScaler receives a request, a cache redirection virtual server evaluates the
request and forwards it to either a load balancing virtual server for the cache or a load balancing virtual server for the
origin. The incoming request can be transformed by changing the host header or the host URL before they it is sent to
the backend server.

To configure reverse proxy cache redirection, first enable cache redirection and load balancing. Then, configure a load
balancing virtual server and services to send cacheable requests to the cache servers. Also configure a load balancing
virtual server and associated services for the origin servers. Then, configure a reverse proxy cache redirection virtual
server and bind relevant cache redirection policies to it. Finally, configure mapping policies and bind them to the reverse
proxy cache redirection virtual server.

The mapping policies have an associated action that enables the cache redirection virtual server to forward any non-
cacheable request to the load balancing virtual server for the origin.

Be sure to create the default cache server destination.

For details on how to enable cache redirection and load balancing on the NetScaler, see "Enabling Cache Redirection
and Load Balancing."

For details on how to create a load balancing virtual server, see "Creating a Load Balancing Virtual Server."

For details on how to configure services that represent the cache server, see "Configuring an HTTP Service."

For details on how to bind the service to a virtual server, see ".

For details on how to create a reverse proxy cache redirection server, see "Configuring a Cache Redirection Virtual
Server", and create a virtual server of type REVERSE.

For details on binding built-in cache redirection policies to the cache redirection virtual server, see "Binding Policies to
the Cache Redirection Virtual Server."

Configuring Mapping Policies

If an incoming request is non-cacheable, the reverse-proxy cache redirection virtual server replaces the domain and
URL in the request with the domain and URL of a target origin server and forwards the request to the load balancing
virtual server for the origin.

A mapping policy enables the reverse proxy cache redirection virtual server to replace the destination domain and URL
and forward the request to the load balancing virtual server for the origin.

A mapping policy must first translate the domain and the URL, and then pass the request on to the origin load balancing
virtual server.

A mapping policy can map a domain, a URL prefix, and a URL suffix, as follows:

o Domain mapping: You can map a domain without a prefix or suffix. The domain mapping is the default
mapping for the virtual server (for example, mapping www.mycompany.com to www.myrealcompany.com).

o Prefix mapping: You can replace a specified pattern prefixed as part of the URL (for example, mapping www
mycompany.com/sports/index.html to www.mycompany.com/news/index.html).

o Suffix mapping: You can replace the file suffix in the URL (for example, mapping www.mycompany.
com/sports/index.html to www.mycompany.com/sports/index.asp).

The source and the destination strings being mapped must be similar. If you specify a source domain, you must specify

a destination domain, and if you specify a source suffix, you must specify a destination suffix. Similarly, if you specify an
exact URL from the source, the target URL must also be an exact URL.
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Once you configure mapping policies for the reverse proxy mode, you must bind them to the cache redirection virtual
server.

You can use combinations of the source URL, target URL, and source and target domains to configure all three types of
domain mapping.

To configure a mapping policy for reverse proxy mode by using the command line interface

At the command prompt, type the following command to add a policy map and verify the configuration:

o add policy map <mapPolicyName> -sd <string> [-su <string>] [-td <string>] [-tu <string>]
o show policy map [<mapPolicyName>]

Example
The following command maps a domain in a client request to a target domain:
> add policy map nmyMappi ngPolicy -sd www. myconpany.com -td www. nyr eal conpany. com

Done
> show policy map nyMappi ngPol i cy

1) Narme: myMappi ngPol i cy
Sour ce Domai n: www. myconpany. com Source Url:
Target Donai n: www. myr eal conpany. com Target Url:
Done
>

Following is an example of mapping a URL suffix to a different URL suffix:

> add policy map nyQ her Mappi ngPol i cy -sd www. myconpany. com -td www. myr eal conpany. com -su /n
Done
> show policy map nyQ her Mappi ngPol i cy

1) Name: myQt her Mappi ngPol i cy
Sour ce Domai n: www. myconpany. com Source Url: /news. htn
Target Domai n: www. myr eal conpany. com Target Url: /real news. htm
Done
>

To configure a mapping policy for reverse proxy mode by using the configuration utility

1. Navigate to Traffic Management > Cache Redirection > Map Policies.
2. In the details pane, click Add.
3. In the Create Map Policy dialog box, specify values for the following parameters as shown:

Name*- mapPolicyName
Source Domain*-sd
Target Domain*-td
Source URL-su

Target URL-tu

O 0O O0OO0OO

* A required parameter
4. Click Create, and then click Close. The Map pane displays the new mapping policy.

To bind the mapping policy to the cache redirection virtual server by using the command line
interface

At the command prompt, type the following commands to bind the mapping policy to the cache redirection virtual server
and verify the configuration:

o bind cr vserver <name> -policyName <string> [<targetVserver>]
o show cr vserver <name>

Example

> bind cr vserver Vserver-CRD 3 -policyNanme nmyMappi ngPolicy Vserver-LB-CR
Done
> show cr vserver Vserver-CRD 3
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Vserver-CRD-3 (10.102.29.50:88) - HITP Type: CONTENT
State: UP

Client Idle Tineout: 180 sec

Down state flush: ENABLED

Di sable Primary Vserver On Down : DI SABLED

Defaul t: Vserver-LB-CR Content Precedence: RULE Cache: REVERSE
On Policy Match: ORI G N L2Conn: OFF OiginUsSlIP: OFF
Redi rect: PCLICY Reuse: ON Via: ON ARP: OFF
1) Pol i cy: Target: Vserver-LB-CR Priority: O Hts: O
1) Map: nyMappi ngPolicy Target: Vserver-LB-CR
Done
>

To bind the mapping policy to the cache redirection virtual server by using the configuration utility

Navigate to Traffic Management > Cache Redirection > Virtual Servers.

In the details pane, select the virtual server from which you want to bind the mapping policy, and then click Open.
In the Configure Virtual Server(Cache Redirection), on the Policies tab, select Map, and then click Insert Policy.
In the Policy Name column, select the policy from drop down list.

In the Target column, click the down arrow, and then select the vserver from drop down list.

Click OK.
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Selective Cache Redirection

Selective cache redirection sends requests for particular types of content, for example, images, to one cache server or
group of cache servers and sends other types of content to a different cache server or group of cache servers. You can
configure advanced cache redirection in transparent, reverse proxy, or forward proxy modes.

In selective cache redirection, the NetScaler appliance intercepts a client request and forwards non-cacheable requests
to the original destination in the client request. For cacheable requests, the appliance sends the requests to the
destination cache server that can serve content of a specific content type.

Selective cache redirection involves configuring content switching policies in addition to cache redirection policies. The
NetScaler first evaluates the cache redirection policies that are bound to the cache redirection virtual server. If a request
matches a cache redirection policy, the cache redirection virtual server sends the request to the origin server or a load
balancing virtual server for the origin. If no cache redirection policies match the request, the NetScaler evaluates the
content switching policies bound to the cache redirection virtual server. If a content switching policy matches the
request, the cache redirection virtual server redirects the request to a load balancing virtual server for the cache.

To configure selective cache redirection, first enable cache redirection, load balancing, and content switching on the
NetScaler appliance. Then, configure a load balancing virtual server for the cache and an associated HTTP service.
After this, configure a cache redirection virtual server and bind both the cache redirection and content switching policies
to it. Once you have bound the policies, you can configure the virtual server to give precedence to either rule based or
URL based content-switching policies.

When configured for transparent mode cache redirection in an edge deployment topology, the NetScaler sends all
cacheable HTTP traffic to a transparent cache farm. Clients access the Internet through the NetScaler, which is
configured as a Layer 4 switch that receives traffic on port 80.

The NetScaler can direct requests for images (for example, .gif and .jpg files) to one server in the transparent cache
farm, and all other requests for static content to other servers in the farm. For this configuration, you configure content
switching policies to send images to the image cache and send all other cacheable content to a default cache.

Note: The configuration described here is for transparent selective cache redirection. Therefore, it does not require a load
balancing virtual server for the origin, as would a reverse proxy configuration.

To configure this type of selective cache redirection, first enable cache redirection, load balancing, and content
switching. Then, configure a load balancing virtual server for the cache and configure an associated HTTP service.
Then, configure a cache redirection virtual server and create and bind both cache redirection and content switching
policies to this virtual server.

For details on how to enable cache redirection and load balancing on the NetScaler, see "Configuring Cache Redirection
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Enabling Content Switching

To configure selective cache redirection, after you enable both the load balancing and cache redirection features on the
NetScaler, you must enable content switching.

To enable content switching by using the command line interface

At the command prompt, type:

o enable ns feature CS
o show ns feature

Example

> enable ns feature cs
Done
> show ns feature

Feature Acronym St at us
1) Web Loggi ng WL ON
2) Surge Protection SP ON
3) Load Bal anci ng LB ON
4) Content Swi tching CS ON
5) Cache Redirection CR ON
23) HTI\/L Injection HTMLI nj ecti on ON
24) Net Scal er Push push OFF

Done

To enable cache redirection and load balancing by using the configuration
utility

In the navigation pane, expand System, and then click Settings.

In the details pane, under Modes and Features, click Configure basic features.

In Configure Basic Features dialog box, select the check box next to the Content Switching, and then click OK.
In Enable/Disable Feature(s)? dialog box, click Yes.
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Configuring a Load Balancing Virtual Server for the Cache

Create a load balancing virtual server and an HTTP service for each type of cache server that will be used. For
example, if you want to serve JPEG files from one cache server and GIF files from another cache server, and use a
third cache server for the rest of the content, create an HTTP service and virtual server for each of the three types of
cache servers. Then bind each service to its respective virtual server.

For details on how to create a load balancing virtual server, see "Creating a Virtual ServerCreating a Virtual Server."
For details on how to configure services that represent the cache server, see "Configuring an HTTP Service."

For details on how to bind the service to a virtual server, see "Binding/Unbinding a Service to/from a Load Balancing
Virtual Server."

For details on how to create a transparent proxy cache redirection server, see "Configuring a Cache Redirection Virtual
Server", and create a virtual server of type TRANSPARENT.

For details on binding built-in cache redirection policies to the cache redirection virtual server, see "Binding Policies to
the Cache Redirection Virtual Server."

Configuring a Cache Redirection Policy for a Specific Type of Content

To identify requests that contain a .gif or .jpeg extension as cacheable, you configure a cache redirection policy and
bind it to the cache redirection virtual server.

Note: If a request matches a policy, the NetScaler appliance forwards it to the origin server. As a result, in the following
procedure, you configure policies to match requests that do not have ".gif" or ".jpeg" extensions.

To configure cache redirection for a specific type of content, configure a policy that uses a simple expression, as
described in "Configuring a Cache Redirection Policy."
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Configuring Policies for Content Switching

You must create a content switching policy to identify specific types of content to be cached in one cache server or farm
and identify other types of content to serve from another cache server or farm. For example, you can configure a policy
to determine the location for image files with .gif and .jpeg extensions.

After defining the content switching policy, you bind it to a cache redirection virtual server and specify a load balancing

virtual server. Requests that match the policy are forwarded to the named load balancing virtual server. Requests that
do not match the content switching policy are forwarded to the default load balancing virtual server for the cache.

For more details about the content switching feature and configuring content switching policies, see ".

You must first create the content switching policy and then bind it to the cache redirection virtual server.
To create a content switching policy by using the command line interface
At the command line, type:

o add cs policy <policyName> [-url <string> | -rule <expression>]
o show cs policy [<policyName>]

Examples
> add cs policy Policy-CS-JPEG -rule "REQ HTTP. URL == '/*.jpeg""
Done
> show cs policy Policy-CS JPEG
Rul e: REQ HTTP. URL == '/*.jpeg’ Policy: Policy-CS-JPEG
Hts: O
Done
>
> add cs policy Policy-CS-AF -rule "REQ HTTP. URL == "/ *.gif"'"
Done
> show cs policy Policy-CS-GF
Rul e: REQ HTTP.URL == '/ *. gif"’ Policy: Policy-CS-GAF
Hts: O
Done
>

> add cs policy Policy-CS-JPEG URL -url /*.jpg

Done
> show cs policy Policy-CS JPEG URL
URL: /*.]pg Pol i cy: Policy-CS-JPEG URL
Hits: O
Done
>

> add cs policy Policy-CS-A F-URL -url /*.gif

Done
> show cs policy Policy-CS-G F-URL
URL: /*.qgif Policy: Policy-CS-d F-URL
Hts: O
Done
>

To create a URL-based content switching policy by using the configuration
utility

Navigate to Traffic Management > Content Switching > Policies.

In the details pane, click Add.

In the Create Content Switching Policy dialog box, in the Name text box, type a name for the policy.
Select the URL radio button.

In the Value text box, type the string value (for example, /sports).

Click Create and click Close. The policy you created appears in the Content Switching Policies page.
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To create a rule-based content switching policy by using the configuration
utility
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Navigate to Traffic Management > Content Switching > Policies.
In the details pane, click Add.
In the Create Content Switching Policy dialog box, in the Name text box, type a name for the policy.
Select the Expression radio button, and then click Configure.
In the Create Expression dialog box, choose the expression syntax that you want to use.
o If you want to use default syntax, accept the default and proceed to the next step.
o If you want to use classic syntax, click Switch to Classic Syntax.

aogrwbnE

The Expression portion of the dialog box changes to match your choice. The default syntax Expression view has
fewer elements than does the classic syntax Expression view. In the default syntax Expression view, instead of a
preview window, a button provides access to an expression evaluator. The evaluator evaluates the expression
you entered, to verify that it is valid, and displays an analysis of the expression's effect.

6. Enter your policy expressions.
o If you are using classic syntax and need further instructions, see "Configuring Classic Policies and
Expressions."
o If you are using the default syntax and need further instructions, see "Configuring Default Syntax
Expressions: Getting Started.”
7. Click Create and click Close. The policy you created appears in the Content Switching Policies pane.

To bind the content switching policy to a cache redirection virtual server by
using the command line interface

At the command prompt, type the following commands to bind the content switching policy to a cache redirection virtual
server and verify the configuration:

o bind cs vserver <name> <targetVserver> [-policyName <string>]
o show cs vserver [<name>]

Example

> bind cs vserver Vserver-CR-1 | bcachejpeg -policyNanme Policy-CS-JPEG
Done
> bind cs vserver Vserver-CR-1 | bcachegif -policyNane Policy-CS-AF
Done
> show cs vserver Vserver-CR-1

Vserver-CR-1 (10.102.29.60:80) - HTTP  Type: CONTENT

State: UP

Last state change was at Fri Jul 2 12:53:45 2010

Time since last state change: 0 days, 00:00:58.920

Client Idle Tineout: 180 sec

Down state flush: ENABLED

Di sable Primary Vserver On Down : DI SABLED

Port Rewrite : DI SABLED

St at e Updat e: DI SABLED

Defaul t: Cont ent Precedence: RULE

Cacheabl e: YES

Vserver |IP and Port insertion: OFF

Case Sensitivity: ON

Push: DI SABLED Push VServer:

Push Label Rul e: none

1) Policy: Policy-CS-JPEG Target: |bcachejpeg Priority: O Hts: O

2) Policy: Policy-CS-G@F Target: |bcachegif Priority: O Hts: O
Done

>

To bind the content switching policy to a cache redirection virtual server by
using the configuration utility

1. Navigate to Traffic Management > Content Switching > Virtual Servers.

2. In the details pane, select the virtual server for which you want to bind the policy (for example, Vserver-CS-1), and
then click Open.

3. In the Configure Virtual Server (Content Switching) dialog box, on the Policies tab, click CSW, and then click Insert
Policy.

4. In the Policy Name column, select the policy that you want to configure for the content switching virtual server.

5. In the Target column, click the green arrow, and select the target load balancing virtual server from the list.
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6. Click OK.

citrix.com

37



Configuring Precedence for Policy Evaluation

You can configure a content switching policy based on either a rule, which is a generic configuration to accommodate
various content types, or a URL, which is more specific and defines exactly the type of content that has to be sent to a
particular cache server. Essentially, the same content can be defined by either a rule based policy or a URL based
policy.

Once you bind content switching policies of either type to a cache redirection virtual server, you can configure the virtual
server to give precedence to either rule based or URL based policies. This will, in turn, decide which servers the
particular requests are directed to.

To configure precedence for policy evaluation, use the precedence parameter, which specifies the type of policy (URL
or RULE) that takes precedence on the content redirection virtual server.

Possible values: RULE, URL

Default value: RULE

To configure precedence for policy evaluation by using the command line
interface

At the command prompt, type the following commands to configure precedence for policy evaluation and verify the
configuration:

o set cr vserver <name> [-precedence (RULE | URL)]
o show cr vserver <name>

Example

> set cr vserver Vserver-CRD-1 -precedence URL

Done
> show cr vserver Vserver-CRD 1
Vserver-CRD-1 (*:80) - HITP Type: CONTENT
State: UP ARP: DI SABLED
Client Idle Tineout: 180 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED
Defaul t: Content Precedence: URL Cache: TRANSPARENT
On Policy Match: ORIG N L2Conn: OFF OiginUSIP: OFF
Redi rect: PCLICY Reuse: ON Via: ON ARP: OFF
1) Cache bypass Policy: bypass-cache-control
2) Cache bypass Policy: Policy-CRD
Done
>

To configure precedence for policy evaluation by using the configuration
utility

1. Navigate to Traffic Management > Content Switching > Virtual Servers.

2. In the details pane, select the virtual server for which you want to configure precedence, (for example, Vserver-CS-1),
and then click Open.

3. In the Configure Virtual Server (Content Switching) dialog box, on the Advanced tab, next to Precedence, click Rule ol
URL, and then click OK.
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Administering a Cache Redirection Virtual Server

To administer a cache redirection virtual server, you need to view cache redirection statistics. You might need to enable
or disable cache redirection servers, or direct policy hits to the cache instead of the origin. Administrative tasks also
include backing up a cache redirection virtual server and managing client connections.
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Viewing Cache Redirection Virtual Server Statistics

You can view properties of a cache redirection virtual server and statistics on the traffic that has passed through a
cache redirection virtual server. You can also view the cache redirection virtual servers and policies that you have
bound to load balancing virtual servers.

To view statistics for a specific cache redirection virtual servers, use the name parameter to specify the name of the

virtual server for which statistics will be displayed. Otherwise, statistics for all cache redirection virtual servers are
displayed. Maximum Length: 127

To view statistics for a cache redirection virtual server by using the
command line interface

At the command prompt, type:
stat cr vserver [<name>]

Example

> stat cr vserver Vserver-CRD 1

Vserver Sunmary

I P port Pr ot ocol State
Vser...CRD-1 0.0.0.0 80 HTTP uP
VServer Stats:

Rate (/s) Tot al
Request s 0 0
Responses 0 0
Request byt es 0 0
Response bytes 0 0
Done

>

To view statistics for a cache redirection virtual server by using the
configuration utility

1. Navigate to Traffic Management > Cache Redirection > Virtual Servers
2. In the details pane, select the virtual server for which you want to view statistics, (for example, Vserver-CRD-1), and
then click Statistics.

Omit the server name to display basic statistics for all cache redirection virtual servers. Include the server name to
display detailed statistics for that virtual server, including number and size of requests and responses that pass through
the virtual server

To view the statistics of a cache redirection virtual server by using the
monitoring and dashboard utilities

To view the statistics by using the monitoring utilities, click the Monitoring tab.

In the Select Group drop-down menu, choose CR Virtual Servers. A list of cache redirection virtual servers appears.

To view the statistics by using the dashboard utilities, click the Dashboard tab.

Click Applet Client or Web Start Client next to Statistical Utility.

In the Select Group drop-down menu, choose CR Virtual Servers. The dashboard displays summary statistics for the
cache redirection virtual servers.

To see a chart of virtual server activity, click Chart. A graphical representation of the virtual server statistics appears.
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Enabling or Disabling a Cache Redirection Virtual Server

When you create a cache redirection virtual server, it is enabled by default. If you disable a cache redirection virtual server, it
state changes to OUT OF SERVICE and it stops redirecting cacheable client requests. However, the NetScaler appliance
continues to respond to ARP and ping requests for the IP address of this virtual server.

To Enable or Disable a cache redirection virtual servers by using the
command line interface
At the command line, type one of the following commands:

o enable cr vserver <name>

o show cr vserver <name>

o disable cr vserver <name>

o show cr vserver <name>

Examples

> enabl e cr vserver Vserver-CRD-1

Done
> show cr vserver Vserver-CRD 1
Vserver-CRD-1 (*:80) - HITP Type: CONTENT
State: UP ARP: DI SABLED
Client Idle Tineout: 180 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED
Def aul t: Content Precedence: URL Cache: TRANSPARENT
On Policy Match: ORIG@ N L2Conn: OFF Oigi nUsI P: OFF
Redi rect: POLICY Reuse: ON Via: ON ARP: OFF
1) Cache bypass Policy: bypass-cache-control
2) Cache bypass Policy: Policy-CRD
Done
>

> di sabl e cr vserver Vserver-CRD 1

Done
> show cr vserver Vserver-CRD 1
Vserver-CRD-1 (*:80) - HITP Type: CONTENT
State: OUT OF SERVI CE ARP: DI SABLED
Client Idle Tineout: 180 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED
Defaul t: Content Precedence: URL Cache: TRANSPARENT
On Policy Match: ORIG N L2Conn: OFF Origi nUSI P: OFF
Redi rect: POLI CY Reuse: ON Via: ON ARP. OFF
1) Cache bypass Policy: bypass-cache-control
2) Cache bypass Policy: Policy-CRD
Done
>

To Enable or Disable a cache redirection virtual servers by using the
configuration utility

1. Navigate to Traffic Management > Cache Redirection > Virtual Servers.

2. In the navigation pane, expand Cache Redirection, and then click Virtual Servers.

3. In the details pane, select the virtual server that you want to enable or disable, (for example, Vserver-CRD-1), and
then click Statistics.

4. In the Proceed dialog box, click Yes.
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Directing Policy Hits to the Cache Instead of the Origin

By default, when a request matches a policy, the NetScaler appliance forwards the request either to the origin server
directly, or to a load balancing virtual server for the origin, depending on how you have configured cache redirection.

You can change the default behavior so that when a request matches a policy, the request is forwarded to a load
balancing virtual server for the cache.

To change the destination for a policy hit to the origin or the cache, use the onPolicyMatch parameter, which specifies
where to send requests that match the cache redirection policy.

The valid options are:

1. CACHE - Directs all matching requests to the cache.
2. ORIGIN - Directs all matching requests to the origin server.

Note: For this option to work, you must select the cacheredirection type as POLICY.

Possible values: CACHE, ORIGIN

Default value: ORIGIN

To change the destination for a policy hit to the origin or the cache by using
the command line interface

At the command prompt, type the following commands to change the destination for a policy hit and verify the
configuration:

o set cr vserver <name> [-onPolicyMatch (ORIGIN | CACHE)]
o show cr vserver <name>

Example

> set cr vserver Vserver-CRD-1 -onPolicyMatch CACHE

Done
> show cr vserver Vserver-CRD 1
Vserver-CRD-1 (*:80) - HITP Type: CONTENT
State: UP ARP: DI SABLED
Client Idle Tineout: 180 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED
Defaul t: Content Precedence: URL Cache: TRANSPARENT
On Policy Match: CACHE L2Conn: OFF OiginUslP: OFF
Redi rect: POLICY Reuse: ON Via: ON ARP: OFF
1) Cache bypass Policy: bypass-cache-control
2) Cache bypass Policy: Policy-CRD
Done

To change the destination for a policy hit to the origin or the cache by using
the configuration utility

1. Navigate to Traffic Management > Cache Redirection > Virtual Servers.

2. In the details pane, select the virtual server for which you want to change the destination for a policy hit, (for example,
Vserver-CRD-1), and then click Open.

3. In Configure Virtual Server (Cache Redirection) dialog box, click Advanced tab.

4. Select CACHE or ORIGIN from the Redirect To drop-down list.

5. Click OK.
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Backing Up a Cache Redirection Virtual Server

Cache redirection can fail if the primary virtual server fails, or if it is unable to handle excessive traffic. You can specify a
backup virtual server to take over the processing of traffic when the primary virtual server fails.

To specify a backup cache redirection virtual server, use the backupVServer parameter, which specifies Backup Virtual
Server. Maximum Length: 127

To specify a backup cache redirection virtual server by using the command
line interface

At the command prompt, type the following commands to specify a backup cache redirection virtual server and verify the
configuration:

o set cr vserver <name> [-backupVServer <string>]
o show cr vserver <name>

Example

> set cr vserver Vserver-CRD 1 -backupVServer Vserver-CRD 2

Done

> show cr vserver Vserver-CRD 1
Vserver-CRD-1 (*:80) - HITP Type: CONTENT
State: UP ARP: DI SABLED
Client Idle Tineout: 180 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED
Def aul t: Content Precedence: URL Cache: TRANSPARENT
On Policy Match: CACHE L2Conn: OFF OiginUslP:. OFF
Redi rect: POLICY Reuse: ON Via: ON ARP: OFF
Backup: Vserver-CRD 2

1) Cache bypass Policy: bypass-cache-control

2) Cache bypass Policy: Policy-CRD

Done

To specify a backup cache redirection virtual server by using the
configuration utility

1. Navigate to Traffic Management > Cache Redirection > irtual Servers.

2. In the details pane, select the virtual server for which you want to change the destination for a policy hit, (for example,

Vserver-CRD-1), and then click Open.
3. In Configure Virtual Server (Cache Redirection) dialog box, select the Advanced tab.
4. In the Backup Virtual Server drop-down list, select the virtual server.
5. Click OK.
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Managing Client Connections for a Virtual Server

You can configure timeouts on a cache redirection virtual server so that client connections are not kept open indefinitely.
You can also insert Via headers in requests. To possibly reduce network congestion, you can reuse open TCP
connections. You can enable or disable delayed cleanup of cache redirection virtual server connections.

You can configure the NetScaler to send ICMP responses to PING requests according to your settings. On the IP

address corresponding to the virtual server, set the ICMP RESPONSE to VSVR_CNTRLD, and on the virtual server, set
the ICMP VSERVER RESPONSE.

The following settings can be made on a virtual server:

o When you set ICMP VSERVER RESPONSE to PASSIVE on all virtual servers, NetScaler always responds.

o When you set ICMP VSERVER RESPONSE to ACTIVE on all virtual servers, NetScaler responds even if
one virtual server is UP.

o When you set ICMP VSERVER RESPONSE to ACTIVE on some and PASSIVE on others, NetScaler
responds even if one virtual server set to ACTIVE is UP.

This document includes the following information:
o Configuring Client Timeout
o Inserting Via Headers in the Requests
o Reusing TCP Connections

o Configuring Delayed Connection Cleanup

Configuring Client Timeout

Updated: 2013-08-22

You can specify expiration of client requests by setting a timeout value for the cache redirection virtual server. The
timeout value is the number of seconds for which the cache redirection virtual server waits to receive a response for the
client request.

To configure a time-out value, use the cltTimeout parameter, which specifies the time, in seconds, after which the
NetScaler appliance closes any idle client connections. The default value is 180sec for HTTP/SSL-based services and
9000sec for TCP-based services.

To configure client timeout by using the command line interface

At the command prompt, type the following commands to configure client timeout and verify the configuration:

o set cr vserver <name> [-cltTimeout <secs>]
o show cr vserver <name>

Example

> set cr vserver Vserver-CRD-1 -cltTinmeout 6000

Done

> show cr vserver Vserver-CRD 1
Vserver-CRD-1 (*:80) - HITP Type: CONTENT
State: UP ARP: DI SABLED
Client Idle Tineout: 6000 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED
Def aul t: Cont ent Precedence: URL Cache: TRANSPARENT
On Policy Match: CACHE L2Conn: OFF Oigi nUsI P: OFF
Redi rect: POLICY Reuse: ON Via: ON ARP: OFF
Backup: Vserver-CRD 2

1) Cache bypass Policy: bypass-cache-control

2) Cache bypass Policy: Policy-CRD

Done

To configure client timeout by using the configuration utility

citrix.com 44


http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/netscaler-cache-redirection-gen-wrapper-10-con/ns-cr-admin-vsvr-con/ns-cr-mng-client-conn-vsvr-con.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/netscaler-cache-redirection-gen-wrapper-10-con/ns-cr-admin-vsvr-con/ns-cr-mng-client-conn-vsvr-con.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/netscaler-cache-redirection-gen-wrapper-10-con/ns-cr-admin-vsvr-con/ns-cr-mng-client-conn-vsvr-con.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/netscaler-cache-redirection-gen-wrapper-10-con/ns-cr-admin-vsvr-con/ns-cr-mng-client-conn-vsvr-con.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/netscaler-cache-redirection-gen-wrapper-10-con/ns-cr-admin-vsvr-con/ns-cr-mng-client-conn-vsvr-con.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/netscaler-cache-redirection-gen-wrapper-10-con/ns-cr-admin-vsvr-con/ns-cr-mng-client-conn-vsvr-con.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/netscaler-cache-redirection-gen-wrapper-10-con/ns-cr-admin-vsvr-con/ns-cr-mng-client-conn-vsvr-con.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/netscaler-cache-redirection-gen-wrapper-10-con/ns-cr-admin-vsvr-con/ns-cr-mng-client-conn-vsvr-con.html

=

Navigate to Traffic Management > Cache Redirection > Virtual Servers.

2. In the details pane, select the virtual server for which you want to configure client timeout, (for example, Vserver-CRD
1), and then click Open.

3. In Configure Virtual Server (Cache Redirection) dialog box, select the Advanced tab.

4. In the Client Time-out(secs) text box, enter the time-out value in seconds.

5. Click OK.

Inserting Via Headers in the Requests

Updated: 2013-08-23

A Via header lists the protocols and recipients between the start and end points for a request or a response and informs
the server of proxies through which the request was sent. You can configure the cache redirection virtual server to insert
a Via header in each HTTP request. The via parameter is enabled by default when you create a cache redirection virtual

server.

To enable or disable Via-header insertion in client requests, use the via parameter, which specifies the state of the
system in inserting a Via header in the HTTP requests.

Possible values: ON, OFF
Default value: ON
To enable or disable Via-header insertion in client requests by using the command line interface

At the command prompt, type:

o set cr vserver <name> [-via (ON|OFF)]
o show cr vserver <name>

Example

> set cr vserver Vserver-CRD-1 -via ON

Done

> show cr vserver Vserver-CRD 1
Vserver-CRD-1 (*:80) - HITP Type: CONTENT
State: UP ARP: Dl SABLED
Client Idle Tineout: 6000 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED
Def aul t: Cont ent Precedence: URL Cache: TRANSPARENT
On Policy Match: CACHE L2Conn: OFF OriginUslIP. OFF
Redi rect: POLICY Reuse: ON Via: ON ARP:. OFF
Backup: Vserver-CRD 2

1) Cache bypass Policy: bypass-cache-control

2) Cache bypass Policy: Policy-CRD

Done

>

To enable or disable Via-header insertion in client requests by using the configuration utility

1. Navigate to Traffic Management > Cache Redirection > Virtual Servers.

2. In the details pane, select the virtual server for which you want to configure client timeout, (for example, Vserver-CRD
1), and then click Open.

3. In Configure Virtual Server (Cache Redirection) dialog box, select the Advanced tab.

4. Select the Via check box.

5. Click OK.

Reusing TCP Connections
Updated: 2013-11-08
You can configure the NetScaler appliance to reuse TCP connections to the cache and origin servers across client

connections. This can improve performance by saving the time required to establish a session between the server and
the NetScaler. The reuse option is enabled by default when you create a cache redirection virtual server.
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To enable or disable the reuse of TCP connections, use the reuse parameter, which specifies the state of reuse of TCP
connections to the cache or origin servers across client connections.

Possible values: ON, OFF
Default value: ON
To enable or disable the reuse of TCP connections by using the command line interface

At the command prompt, type:

o set cr vserver <nane> [-reuse (ON|OFF)]
o show cr vserver <name>

Example

> set cr vserver Vserver-CRD-1 -reuse ON

Done

> show cr vserver Vserver-CRD 1
Vserver-CRD-1 (*:80) - HITP Type: CONTENT
State: UP ARP: DI SABLED
Client Idle Tineout: 6000 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED
Def aul t: Content Precedence: URL Cache: TRANSPARENT
On Policy Match: CACHE L2Conn: OFF OriginuslP: OFF
Redi rect: POLICY Reuse: ON Via: ON ARP: OFF
Backup: Vserver-CRD 2

1) Cache bypass Policy: bypass-cache-control

2) Cache bypass Policy: Policy-CRD

Done

To enable or disable the reuse of TCP connections by using the configuration utility
1. Navigate to Traffic Management > Cache Redirection > Virtual Servers.
2. In the details pane, select the virtual server for which you want to configure client timeout, (for example, Vserver-CRD
1), and then click Open.
. In Configure Virtual Server (Cache Redirection) dialog box, select the Advanced tab.

3
4. Select the Reuse check box.
5. Click OK.

Configuring Delayed Connection Cleanup

Updated: 2013-08-22

The down state flush option performs delayed cleanup of connections on a cache redirection virtual server. The down
state flush option is enabled by default when you create a cache redirection virtual server.

To enable or disable the down state flush option, set the downStateFlush parameter.

Possible values: ENABLED, DISABLED

Default value: ENABLED

To enable of disable the down state flush option by using the command line interface

At the command prompt, type the following commands to configure delayed connection clean up and verify the
configuration:

o set cr vserver <name> [-downStateFlush (ENABLED | DISABLED)]
o show cr vserver <name>

Example

> set cr vserver Vserver-CRD-1 -downSt at eFl ush ENABLED
Done
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> show cr vserver Vserver-CRD1
Vserver-CRD-1 (*:80) - HITP Type: CONTENT
State: UP ARP: DI SABLED
Client Idle Tineout: 6000 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED

Defaul t: Content Precedence: URL Cache: TRANSPARENT
On Policy Match: CACHE L2Conn: OFF OiginUsSlIP: OFF
Redi rect: PCLICY Reuse: ON Via: ON ARP: OFF
Backup: Vserver-CRD 2
1) Cache bypass Policy: bypass-cache-control
2) Cache bypass Policy: Policy-CRD
Done

To enable or disable the reuse of TCP connections by using the configuration utility

=

Navigate to Traffic Management > Cache Redirection > Virtual Servers.

2. In the details pane, select the virtual server for which you want to configure client timeout, (for example, Vserver-CRD
1), and then click Open.

In Configure Virtual Server (Cache Redirection) dialog box, click Advanced tab.

Select the Down state flush check box.

Click OK.

akw
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N-Tier Cache Redirection

To efficiently handle large amounts of cached data, typically several gigabytes per second, an Internet Service Provider
(ISP) deploys several dedicated cache servers. The cache redirection feature of the NetScaler appliance can help load
balance the cache servers, but a single appliance or a couple of appliances might not efficiently handle the large volume
of traffic.

You can solve the problem by deploying the NetScaler appliances in two tiers (layers), where the appliances in the
upper tier load balance those in the lower tier and the appliances in the lower tier load balance the cache servers. This
arrangement is called n-tier cache redirection.

For purposes such as auditing and security, an ISP has to track client details such as the IP address, information
provided, and the time of the interaction. Therefore, client connections through a NetScaler appliance have to be fully
transparent. However, if you configure transparent cache redirection, with the NetScaler appliances deployed in parallel,
the IP address of the client has to be shared among all the appliances. Sharing of the client IP address creates a
conflict that makes network devices, such as routers, cache servers, origin servers, and other NetScaler appliances,
unable to determine the appliance, and therefore the client, to which the response should be sent.

How N-tier Cache Redirection Is Implemented

To solve the problem, NetScaler n-tier cache redirection splits the source port range among the appliances in the lower
tier and includes the client IP address in the request sent to the cache servers. The upper-tier NetScaler appliances are
configured to do sessionless load balancing in order to avoid unnecessary load on the appliances.

When the lower-tier NetScaler appliance communicates with a cache server, it uses a mapped IP address (MIP) to
represent the source IP address. Therefore, the cache server can identify the NetScaler from which it received the
request and send the response to the same NetScaler.

The lower-tier NetScaler appliance inserts the client IP address into the header of the request sent to the cache server.
The client IP in the header helps the NetScaler to determine the client to which the packet should be forwarded when it
receives the response from a cache server, or the origin server in case of a cache miss. The origin server determines
the response to be sent according to the client IP inserted in the request header.

The origin server sends the response to an upper-tier NetScaler, including the source port number from which the origin
server received the request. The entire source port range, 1024 to 65535, is distributed among the lower-tier NetScaler
appliances. Each lower-tier appliance is exclusively assigned a group of addresses within the range. This allotment
enables the upper-tier appliance to unambiguously identify the lower-tier NetScaler appliance that sent the request to
the origin server. The upper-tier appliance can therefore forward the response to the correct lower-tier appliance.

The upper-tier NetScaler appliances are configured to do policy-based routing, and the routing policies are defined to
determine the IP address of the destination NetScaler from the source port range.

Setup Necessary for Configuring N-Tier CRD

The following setup is necessary for the functioning of n-tier cache redirection:

For each upper-tier NetScaler appliance:

o Enable Layer 3 mode.

o Define policies for policy-based routes (PBRs) so that traffic is forwarded according to the range of the
destination port.

o Configure a load balancing virtual server.

o Configure the virtual server to listen to all the traffic coming from the client. Set the Service Type/Protocol to

be ANY and IP Address as asterisk (*).

o Enable sessionless load balancing with MAC-based redirection mode to avoid unnecessary load on the
upper-tier NetScaler appliances.

o Make sure that the Use Proxy Port option is enabled.

o Create a service for each lower-tier NetScaler and bind all the services to the virtual server.

For each lower-tier NetScaler appliance,

o Configure the cache redirection port range on the NetScaler. Assign an exclusive range to each lower-tier

NetScaler.
o Configure a load balancing virtual server and enable MAC-based redirection.

citrix.com

48



o Create a service for each cache server that is to be load balanced by this NetScaler. When creating the
service, enable insertion of client IP in the header. Then, bind all the services to the load balancing virtual
server.

o Configure a transparent mode cache redirection virtual server with the following settings:

Enable the Origin USIP option.
Add a source IP expression to include the client IP in the header.
Enable the Use Port Range option.

How N-Tier Cache Redirection Works During a Cache Hit

The following figure shows how cache redirection works when a client request is cacheable and the response is sent
from a cache server.

Figure 1. Cache Redirection in Case of a Cache Hit
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Two NetScaler appliances, LINS1 and LINS2, are deployed in the upper tier, and four NetScaler appliances, L2NS1,
L2NS2, L2NS3, and L2NS4, are deployed in the lower tier. Client A sends a request, which is forwarded by the router.
Cache servers CRS1, CRS2, and CRS3 service the cache requests. Origin Server O services the uncached requests.

Traffic Flow

1. Client sends a request, and the router forwards it to LINS1.
2. LINS1 load balances the request to L2NS2.
3. L2NS2 load balances the request to the cache server CRS1, and the request is cacheable. L2NS2 includes the client

IP in the request header.
4. CRS1 sends the response to L2NS2 because L2NS2 used its MIP as the source IP address when connecting to

CRS1.
5. With the help of the client IP address in the request header, L2NS2 identifies the client from which the request came.

L2NS2 directly sends the response to the router, avoiding unnecessary load on the NetScaler in the upper tier.
6. The router forwards the response to Client A.

How N-Tier Cache Redirection Works During a Cache Bypass

The following figure shows how cache redirection works when a client request is sent to an origin server for a response.
Figure 2. Cache Redirection in Case of a Cache Bypass
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Two NetScaler appliances, LINS1 and L1INS2, are deployed in the upper tier, and four NetScaler appliances, L2NS1,
L2NS2, L2NS3, and L2NS4, are deployed in the lower tier. Client A sends a request, which is forwarded by the router.
Cache servers CRS1, CRS2, and CRS3 service the cache requests. Origin Server O services the uncached requests.

Traffic Flow

1. Client sends a request, and the router forwards it to LINS1.

2. LINSL1 load balances the request to L2NS2.

3. The request is uncacheable (cache bypass). Therefore, L2NS2 sends the request to the origin server through the
router.

4. The origin server sends the response to an upper-tier NetScaler, LINS2.

5. According to the PBR policies, LINS2 forwards the traffic to the appropriate NetScaler in the lower tier, L2ZNS2.

6. L2NS2 uses the client IP address in the request header to identify the client from which the request came and sends
the response directly to the router, avoiding unnecessary load on the NetScaler in the upper tier.

7. The router forwards the response to Client A.

How N-Tier Cache Redirection Works During a Cache Miss

The following figure shows how cache redirection works when a client request is not cached.
Figure 3. Cache Redirection in Case of a Cache Miss
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Two NetScaler appliances, LINS1 and LINS2, are deployed in the upper tier, and four NetScaler appliances, L2NS1,
L2NS2, L2NS3, and L2NS4, are deployed in the lower tier. Client A sends a request, which is forwarded by the router.
Cache servers CRS1, CRS2, and CRS3 service the cache requests. Origin Server O services the uncached requests.

Traffic Flow

Client sends a request, and the router forwards it to LINS1.

L1INS1 load balances the request to L2NS2.

L2NS2 load balances the request to the cache server CRS1 because the request is cacheable.

CRS1 does not have the response (cache miss). CRS1 forwards the request to the origin server through the
NetScaler in the lower tier. L2ZNS3 intercepts the traffic.

Pwne

citrix.com 50



5. L2NS3 takes the client IP from the header and forwards the request to the origin server. The source port included in
the packet is the L2NS3 port from which the request is sent to the origin server.

The origin server sends the response to an upper-tier NetScaler, LINS2.

According to the PBR policies, LINS2 forwards the traffic to the appropriate NetScaler in the lower tier, L2NS3.
L2NS3 forwards the response to the router.

The router forwards the response to Client A.

LN
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Configuring the Upper-Tier NetScaler Appliances

Configure each of the upper-tier NetScaler appliances as follows.

To configure an upper-tier appliance for n-tier cache redirection by using the
command line interface

At the command prompt, type the following commands:
o add service <nane>@x<servicelP> <serviceType> <port>

Run this command for each service to be added.

o add Ib vserver <nanme>@ANY * <port> -persistenceType <persistenceMethod> -IbMethod <lbMethod> -m
MAC -sessionless ENABLED -cltTimeout <client_Timeout_Value>
o bind Ib vserver <nanme>@<serviceName>

Run this command for each service to be bound.

o enable ns mode 13
o add ns pbr <nane> <action> -srcPort <sourcePortNumber> -destPort <startPortNumber-endPortNumber> -

nexthop <servicelpAddress> -protocol TCP
o apply ns pbrs

Run this command after adding all the necessary PBRs.

To configure an upper-tier appliance for n-tier cache redirection by using the
configuration utility

1. Enable L3 mode:
a. In the navigation pane, click System, and then click Settings.
b. In the Settings group, click the Configure modes link.
c. Select the Layer 3 Mode (IP Forwarding) check box.
d. Click OK.
2. Configure policy-based routing (PBR):
a. Navigate to System > Network > PBRs.
In the Policy-Based Routing (PBRs) pane, click Add.
Type a name for the PBR.
Select the action as Allow.
In the Next Hop box, type the IP address of the service, which represents a lower-tier NetScaler.
Select TCP from the Protocol drop-down list.
Type the source port and the range of the destination port corresponding to the lower-tier NetScaler being
added.
Click Create.
In the details pane, select the PBR and click Apply.
i. Repeat Step (i) to Step (vii) for each lower-tier NetScaler.
3. Create a service for each lower-tier NetScaler:
a. Navigate to Traffic Management > Load Balancing > Services.
a. In the details pane, click Add.
b. Specify the name, protocol, IP address, and port. The protocol should be ANY.
c. Click Create.
4. Configure a load balancing virtual server:
a. Navigate to Traffic Management > Load Balancing > Virtual Servers.
In the details pane, click Add.
Specify the name, protocol, IP address, and port. The protocol should be ANY and the IP address should be *.
In the Services tab, select the services that represent the lower-tier NetScaler appliances.
In the Advanced tab, select the Redirection Mode as MAC Based and select the Sessionless check box.
Click Create.
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Configuring the Lower-Tier NetScaler Appliances

Configure each of the lower-tier NetScaler appliances as follows.

To configure a lower-tier appliance for n-tier cache redirection by using the
command line interface

At the command prompt, type the following commands:

o add service <nane>@<cacheServicelP> <serviceType> <port> -cip ENABLED "ClientIP" &€“cachetype
transparent

Repeat for each cache server.

o add Ib vserver <name>@x<serviceType> -m MAC
o bind Ib vserver <nanme>@<cacheServiceName>

Repeat for each cache server.

o add cr vserver <nane> <serviceType> * <port> -srcIPExpr "HTTP.REQ.HEADER(\"ClientIP\")" -originusip

ON a€“usePortRange ON
o set ns param-crPortRange <startPortNumber-endPortNumber>

To configure a lower-tier appliance for n-tier cache redirection by using the
configuration utility

1. Create a service for each cache server. To create a service:
a. Navigate to Traffic Management > Load Balancing > Services.
a. In the details pane, click Add, and specify the name and protocol. Clear the Directly Addressable check box.
b. In the Advanced tab, select the Override Global check box and the Client IP check box, and then in the Headel
box, type ClientlP.
c. Inthe Cache Type box, select Transparent Cache.
d. Click Create.
2. Configure a load balancing virtual server:
a. Navigate to Traffic Management > Load Balancing > Virtual Services.
a. In the details pane, click Add and specify the name, protocol, IP address, and port. The IP address should be
an asterisk (*).
b. In the Services tab, select the services that represent the cache servers.
c. Inthe Advanced tab, for Redirection Mode, select MAC Based.
d. Click Create.
3. Configure a cache redirection virtual server:
a. Navigate to Traffic Management > Load Balancing > Virtual Services.
a. In the details pane, click Add and specify the name, protocol, IP address, and port. The IP address should be *
b. For Cache Type, select Transparent.
c. On the Advanced tab, in the Cache Server box, select the new load balancing virtual server and check the
Origin USIP and Use Port Range check boxes. In the Source IP Expression box, type HTTP. REQ HEADER
("dientlP").
d. Click Create.
4. Assign a source port range for the NetScaler:
a. In the navigation pane, click System, and then click Settings.
b. In the Settings group, click the Change global system settings link.
c. Inthe Cache Redirection Port Range group, specify the port range for the NetScaler by typing a port number
for Start Port and a port number for End Port.
d. Click OK.
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Content Switching

In todaya€™s complex Web sites, you may want to present different content to different users. For example, you may
want to allow users from the IP range of a customer or partner to have access to a special Web portal. You may want to
present content relevant to a specific geographical area to users from that area. You may want to present content in
different languages to the speakers of those languages. You may want to present content tailored to specific devices,
such as smartphones, to those who use the devices. The Citrix NetScaler content switching feature enables the
NetScaler appliance to distribute client requests across multiple servers on the basis of specific content that you wish to
present to those users.

To configure content switching, first create a basic content switching setup, and then customize it to meet your needs.
This entails enabling the content switching feature, setting up load balancing for the server or servers that host each
version of the content that is being switched, creating a content switching virtual server, creating policies to choose
which requests are directed to which load balancing virtual server, and binding the policies to the content switching
virtual server. You can then customize the setup to meet your needs by setting precedence for your policies, protecting
your setup by configuring a backup virtual server, and improving the performance of your setup by redirecting requests
to a cache.

How Content Switching Works

Updated: 2013-08-22

Content Switching enables the NetScaler appliance to direct requests sent to the same Web host to different servers
with different content. For example, you can configure the appliance to direct requests for dynamic content (such as
URLs with a suffix of .asp, .dll, or .exe) to one server and requests for static content to another server. You can
configure the appliance to perform content switching based on TCP/IP headers and payload.

You can also use content switching to configure the appliance to redirect requests to different servers with different
content on the basis of various client attributes. Some of those client attributes are:

o Device Type. The appliance examines the user agent or custom HTTP header in the client request for the

type of device from which the request originated. Based on the device type, it directs the request to a

specific Web server. For example, if the request came from a cell phone, the request is directed to a server
that is capable of serving content that the user can view on his or her cell phone. A request from a computer
is directed to a different server that is capable of serving content designed for a computer screen.
Language. The appliance examines the Accept-Language HTTP header in the client request and
determines the language used by the clienta€™s browser. The appliance then sends the request to a server
that serves content in that language. For example, using content switching based on language, the
appliance can send someone whose browser is configured to request content in French to a server with the
French version of a newspaper. It can send someone else whose browser is configured to request content ir
English to a server with the English version.

Cookie. The appliance examines the HTTP request headers for a cookie that the server set previously. If it
finds the cookie, it directs requests to the appropriate server, which hosts custom content. For example, if a
cookie is found that indicates that the client is a member of a customer loyalty program, the request is
directed to a faster server or one with special content. If it does not find a cookie, or if the cookie indicates
that the user is not a member, the request is directed to a server for the general public.

HTTP Method. The appliance examines the HTTP header for the method used, and sends the client
request to the right server. For example, GET requests for images can be directed to an image server, while
POST requests can be directed to a faster server that handles dynamic content.

Layer 3/4 Data. The appliance examines requests for the source or destination IP, source or destination
port, or any other information present in the TCP or UDP headers, and directs the client request to the right
server. For example, requests from source IPs that belong to customers can be directed to a custom web
portal on a faster server, or one with special content.

A typical content switching deployment consists of the entities described in the following diagram.
Figure 1. Content Switching Architecture
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A content switching configuration consists of a content switching virtual server, a load balancing setup consisting of load
balancing virtual servers and services, and content switching policies. To configure content switching, you must
configure a content switching virtual server and associate it with policies and load balancing virtual servers. This
process creates a content groupa€”a group of all virtual servers and policies involved in a particular content switching
configuration.

Content switching can be used with HTTP, HTTPS, TCP, and UDP connections. For HTTPS, you must enable SSL
Offload.

When a request reaches the content switching virtual server, the virtual server applies the associated content switching
policies to that request. The priority of the policy defines the order in which the policies bound to the content switching
virtual server are evaluated. If you are using default syntax policies, when you bind a policy to the content switching
virtual server, you must assign a priority to that policy. If you are using NetScaler classic policies, you can assign a
priority to your policies, but are not required to do so. If you assign priorities, the policies are evaluated in the order that
you set. If you do not, the NetScaler appliance evaluates your policies in the order in which they were created.

In addition to configuring policy priorities, you can manipulate the order of policy evaluation by using Goto expressions
and policy bank invocations. For more details about default syntax policy configuration, see "Configuring Default Syntax
Policies."

After it evaluates the policies, the content switching virtual server routes the request to the appropriate load balancing
virtual server, which sends it to the appropriate service.

Content switching virtual servers can only send requests to other virtual servers. If you are using an external load

balancer, you must create a load balancing virtual server for it and bind its virtual server as a service to the content
switching virtual server.
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Configuring Basic Content Switching

Before you configure content switching, you must understand how content switching is set up and how the services and
virtual servers are connected.

To configure a basic, functional content switching setup, first enable the content switching feature. Then, create at least
one content group. For each content group, create a content switching virtual server to accept requests to a group of
web sites that use content switching. Also create a load balancing setup, which includes a group of load balancing
virtual servers to which the content switching virtual server directs requests. To specify which requests to direct to which
load balancing virtual server, create at least two content switching policies, one for each type of request that is to be
redirected. When you have created the virtual servers and policies, bind the policies to the content switching virtual
server. You can also bind a policy to multiple content switching virtual servers. When you bind a policy, you specify the
load balancing virtual server to which requests that match the policy are to be directed.

In addition to binding individual policies to a content switching virtual server, you can bind policy labels. If you create
additional content groups, you can bind a policy or policy label to more than one of the content switching virtual servers.

Note: After creating a content group, you can modify its content switching virtual serve to customize the configuration. For
information on modifying the configuration of an existing content switching virtual server, see "Customizing the Basic Content
Switching Configuration." For information on disabling and re-enabling entities, unbinding policies, and removing entities, see
Managing a Content Switching Setup."”

This section includes the following details:

Enabling Content Switching

Creating Content Switching Virtual Servers

Configuring a Load Balancing Setup for Content Switching
Configuring a Content Switching Action

Configuring Content Switching Policies

Configuring Content Switching Policy Labels

Binding Policies to a Content Switching Virtual Server
Configuring Policy Based Logging for Content Switching
Verifying the Configuration

O 0 O0OO0OO0OOOOO o
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Enabling Content Switching

To use the content switching feature, you must enable content switching. You can configure content switching entities
even though the content switching feature is disabled. However, the entities will not work.

To enable content switching by using the command line interface
At the command prompt, type the following commands to enable content switching and verify the configuration:

o enable ns feature CS
o show ns feature

Example

> enable feature ContentSw tch
Done
> show feature

Feature Acronym St at us
1) Web Loggi ng WL OFF
2) Surge Protection SP ON
3) Load Bal anci ng LB ON
4) Content Swi tching CS ON
22)  Responder RESPONDER N
23) HTM. | nj ection HTMLI nj ecti on ON
24) Net Scal er Push push OFF

Done

To enable content switching by using the configuration utility

Navigate to System > Settings and, in the Modes and Features group, select Configure Basic Features, and select
Content Switching.

citrix.com



Creating Content Switching Virtual Servers

You can add, modify, and remove content switching virtual servers. The state of a virtual server is DOWN when you
create it, because the load balancing virtual server is not yet bound to it.

To create a virtual server by using the command line interface

At the command prompt, type:
add cs vserver <nane> <protocol> <IPAddress> <port>

Example

add cs vserver Vserver-CS-1 HTTP 10.102.29.161 80

To add a content switching virtual server by using the configuration utility

Navigate to Traffic Management > Content Switching > Virtual Servers, and add a virtual server.

citrix.com

58



Configuring a Load Balancing Setup for Content Switching

The content switching virtual server redirects all requests to a load balancing virtual server. You must create one load
balancing virtual server for each version of the content that is being switched. This is true even when your setup has
only one server for each version of the content, and you are therefore not doing any load balancing with those servers.
You can also configure actual load balancing with multiple load-balanced servers that mirror each version of the
content. In either scenario, the content switching virtual server needs to have a specific load balancing virtual server
assigned to each version of the content that is being switched.

The load balancing virtual server then forwards the request to a service. If it has only one service bound to it, it selects
that service. If it has multiple services bound to it, it uses its configured load balancing method to select a service for the
request, and forwards that request to the service that it selected.

To configure a basic load balancing setup, you need to perform the following tasks:

o Create load balancing virtual servers
o Create services
o Bind services to the load balancing virtual server

For more information on load balancing, see "Load Balancing." For detailed instructions on setting up a basic load
balancing configuration, see "Setting Up Basic Load Balancing."
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Configuring a Content Switching Action

You specify the target load balancing virtual server for a content switching policy when binding the policy to the content
switching virtual server. Consequently, you have to configure one policy for each load balancing virtual server to which
to direct traffic.

However, if your content switching policy uses a default syntax rule, you can configure an action for the policy. In the
action, you can specify the name of the target load balancing virtual server, or you can configure a request-based
expression that, at run time, computes the name of the load balancing virtual server to which to send the request. The
action expression must be specified in the default syntax.

The expression option can drastically reduce the size of your content switching configuration, because you need only
one policy per content switching virtual server. Content switching policies that use an action can also be bound to
multiple content switching virtual servers, because the target load balancing virtual server is no longer specified in the
content switching policy. The ability to bind a single policy to multiple content switching virtual servers helps to further
reduce the size of your content switching configuration.

After you create an action, you create a content switching policy and specify the action in the policy, so that the action is
performed when that policy matches a request.

Note: You can also, for a content switching policy that uses a default syntax rule, specify the target load balancing virtual
server when binding the policy to a content switching virtual server, instead of using a separate action. For domain-based
policies, URL-based policies, and rule based policies that use classic expressions, an action is not available. So, for these
types of policies, you specify the name of the target load balancing virtual server when binding the policy to a content
switching virtual server. For more information, see "Binding Policies to a Content Switching Virtual Server."

Configuring an Action that Specifies the Name of the Target Load Balancing
Virtual Server

Updated: 2013-08-22

If you choose to specify the name of the target load balancing virtual server in a content switching action, you need as many
content switching policies as you have target load balancing virtual servers. Content switching decisions, in this case, are
based on the rule in the content switching policy, and the action merely specifies the target load balancing virtual server.
When a request matches the policy, the request is forwarded to the specified load balancing virtual server.

To create and verify a content switching action that specifies the name of the target load balancing
virtual server, by using the command line interface

At the command prompt, type:

o add cs action <name> -targetLBVserver <string> [-comment <string>]
o show cs action <name>

Example

> add cs action nycsaction -targetLBVserver nyl bvserver -coment "Forwards requests to nyl bv
Done
> show cs action mycsaction

Nane: mycsaction

Target LB Vserver: nyl bvserver

Hts: O

Undef Hits: O

Action Reference Count: O

Comment : "Forwards requests to nyl bvserver."

Done
>

To configure a content switching action that specifies the name of the target load balancing virtual
server, by using the configuration utility

1. Navigate to Traffic Management > Content Switching > Actions.
2. Configure a content switching action, and specify the name of the target load balancing virtual server.

Configuring an Action that Specifies an Expression for Selecting the Target
at Run Time
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Updated: 2013-08-22

If you choose to configure a request-based expression that can dynamically compute the name of the target load
balancing virtual server, you need to configure only one content switching policy to select the appropriate virtual server.
The rule for the policy can be a simple TRUE (the policy matches all requests) because, in this case, content switching
decisions are based on the expression in the action. By configuring an expression in an action, you can drastically
reduce the size of your content switching configuration.

If you choose to configure a request-based expression for computing the name of the target load balancing virtual
server at run time, you must carefully consider how to name the load balancing virtual servers in the configuration. You
must be able to derive their names by using the request-based policy expression in the action.

For example, if you are switching requests on the basis of the URL suffix (file extension of the requested resource),
when naming the load balancing virtual servers, you can follow the convention of appending the URL suffix to a
predetermined string, such as nyl b_. For example, load balancing virtual servers for HTML pages and PDF files could
be named nyl b_ht m and nyl b_pdf, respectively. In that case, the rule that you can use in the content switching
action, to select the appropriate load balancing virtual server, is " nyl b_" +HTTP. REQ URL. SUFFI X. If the content
switching virtual server receives a request for an HTML page, the expression returns nyl b_ht mi , and the request is
switched to virtual server myl b_ht i .

To create a content switching action that specifies an expression, by using the command line
interface

At the command line, type the following commands to create a content switching action that specifies an expression and
verify the configuration:

o add cs action <name> -targetVserverExpr <expression>) [-comment <string>]
o show cs action <name>

Example

> add cs action mycsactionl -targetvserverExpr '"nylb_" + HTTP. REQ URL. SUFFI X
Done
> show cs action nycsactionl
Nanme: mycsactionl
Target Vserver Expression: "nylb_ " + HTTP. REQ URL. SUFFI X
Target LB Vserver: No_Tar get
ag|
Done
>

To configure a content switching action that specifies an expression by using the configuration
utility
1. Navigate to Traffic Management > Content Switching > Actions.

2. Configure a content switching action, and specify an expression that will dynamically compute the name of the target
load balancing virtual server.
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Configuring Content Switching Policies

A content switching policy defines a type of request that is to be directed to a load balancing virtual server. These
policies are applied in the order of the priorities assigned to them or (if you are using NetScaler classic policies and do
not assign priorities when binding them) in the order in which the policies were created.

The policies can be:

o Domain-based policies. The NetScaler appliance compares the domain of an incoming URL with the
domains specified in the policies. The appliance then returns the most appropriate content. Domain-based
policies must be classic policies; default syntax policies are not supported for this type of content switching

policy.

o URL-based policies. The appliance compares an incoming URL with the URLs specified in the policies.
The appliance then returns the most appropriate URL-based content, which is usually the longest matching
configured URL. URL-based policies must be classic policies; default syntax policies are not supported for
this type of content switching policy.

o Rule-based policies. The appliance compares incoming data to expressions specified in the policies.
You create rule-based policies by using either a classic expression or a default syntax expression. Both
classic and default syntax policies are supported for rule-based content switching policies.

Note: A rule based policy can be configured with an optional action. A policy with an action can be bound to
multiple virtual servers or policy labels.

If you set a priority when binding your policies to the content switching virtual server, the policies are
evaluated in order of priority. If you do not set specific priorities when binding your policies, the policies
are evaluated in the order in which they were created.

For information about NetScaler classic policies and expressions, see "Configuring Classic Policies and Expressions."
For information about Default Syntax policies, see "Configuring Default Syntax Expressions."

To create a content switching policy by using the command line interface

At the command prompt, type one of the following commands:

o add cs policy <policyName> -domain <domain>

o add cs policy <policyName> -url <URLValue>

o add cs policy <policyName> -rule <RULEValue>

o add cs policy <policyName> -rule <RULEValue> -action <actionName>

Example

add cs policy Policy-CS-1 -url "/sports/*"

add cs policy Policy-CS-1 -domain "exanpl e.cont

add cs policy Policy-CS-1 -rule "CLIENT.|P. SRC. SUBNET(24).EQ10.217.84.0)"

add cs policy Policy-CS-2 -rule "SYS. Tl ME. BETVEEN( GMI' 2009 Nov, GMI' 2009 Dec) "

add cs policy Policy-CS-3 -rule "http.req. nethod. eq(GET)" -action actl

To rename a content switching policy by using the command line interface

At the command prompt, type:
rename cs policy <policyName> <newName>

Example

renane cs policy myCSPolicy nyCSPolicyl

To rename a content switching policy by using the configuration utility
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Navigate to Traffic Management > Content Switching > Policies, select a policy and, in the Action list, select Rename.

To create a content switching policy by using the configuration utility

Navigate to Traffic Management > Content Switching > Policies, and configure a content switching policy.
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Configuring Content Switching Policy Labels

A policy label is a user-defined bind point to which policies are bound. When a policy label is invoked, all the policies
bound to it are evaluated in the order of the priority that you assigned to them. A policy label can include one or more
policies, each of which can be assigned its own result. A match on one policy in the policy label can result in proceeding
to the next policy, invoking a different policy label or appropriate resource, or an immediate end to policy evaluation and
return of control to the policy that invoked the policy label. You can create policy labels for default syntax policies only.

For information about policy labels, see the "Creating Policy Labels."

A content switching policy label consists of a name, a label type, and a list of policies bound to the policy label. The
policy label type specifies the protocol that was assigned to the policies bound to the label. It must match the service
type of the content switching virtual server to which the policy that invokes the policy label is bound. For example, you
can bind TCP Payload policies to a policy label of type TCP only. Binding TCP Payload policies to a policy label of type
HTTP is not supported.

Each policy in a content switching policy label is associated with either a target (which is equivalent to the action that is
associated with other types of policies, such as rewrite and responder policies) or a gotoPriorityExpression option and/or
an invoke option. That is, for a given policy in a content switching policy label, you can specify a target, or you can set
the gotoPriorityExpression option and/or the invoke option. Additionally, if multiple policies evaluate to true, only the
target of the last policy that evaluates to true is considered.

You can use either the NetScaler command line or the configuration utility to configure content switching policy labels.
In the NetScaler command-line interface (CLI), you first create a policy label by using the add cs policylabel command.

Then, you bind policies to the policy label, one policy at a time, by using the bind cs policylabel command. In the
NetScaler configuration utility, you perform both tasks in a single dialog box.

To create a content switching policy label by using the command line
interface

At the command prompt, type:
add cs policylabel <l abel Name> <cspolicylabelTypetype>

Example

add cs policyl abel testpollab http

To rename a content switching policy label by using the command line
interface

At the command prompt, type:
rename cs policylabel <l abel Name> <newName>

Example

renane cs policyl abel ol dPolicyLabel Namre newPol i cyLabel Name

To rename a content switching policy label by using the configuration utility

Navigate to Traffic Management > Content Switching > Policy Labels , select a policy label and, in the Action list, select
Rename.

To bind a policy to a content switching policy label by using the command
line interface

At the command prompt, type the following commands to bind a policy to a policy label and verify the configuration:
o hind cs policylabel <l abel Name> <policyName> <priority>[ [-targetVserver <string>] | [-
gotoPriorityExpression <expression>] | [-invoke <labeltype> <labelName>] ]
o show cs policylabel <I abel Nane>

Example
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bind cs policylabel testpollab test_Pol 100 -targetVserver LBVIP
show cs policyl abel testpollab

Label Nanme: testpollab

Label Type: HITP

Nunber of bound policies: 1

Nunmber of tines invoked: O
1) Policy Nanme: test_Pol

Priority: 100

Target Virtual Server: LBVIP

Note: If a policy is configure with an action, the target virtual server (targetVserver), go to priority expression
(gotoPriorityExpression), and invoke (invoke) parameters are not required. If a policy is not configure with an action, you neec
to configure at least one of the following parameters: targetVserver, gotoPriorityExpression, and invoke.

To unbind a policy from a policy label by using the command line interface
At the command prompt, type the following commands to unbind a policy from a policy label and verify the configuration:

o unbind cs policylabel <I abel Nane> <policyName>
o show cs policylabel <I abel Nane>

Example

unbi nd cs policylabel testpollab test_ Pol
show cs policyl abel testpollab
Label Nane: testpollab
Label Type: HTTP
Nunber of bound policies: 0
Nunber of tinmes invoked: O

To remove a policy label by using the command line interface

At the command prompt, type:
rm cs policylabel <I abel Nane>

To manage a content switching policy label by using the configuration utility

Navigate to Traffic Management > Content Switching > Policy Labels, configure a policy label, bind policies to the label,
and optionally specify a priority, gotoPriority expression, and an invoke option.
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Binding Policies to a Content Switching Virtual Server

After you create your content switching virtual server and policies, you bind each policy to the content switching virtual
server. When binding the policy to the content switching virtual server, you specify the target load balancing virtual
server.

Note: If your content switching policy uses a default syntax rule, you can configure a content switching action for the policy. If
you configure an action, you must specify the target load balancing virtual server when you are configuring the action, not
when you are binding the policy to the content switching virtual server. For more information about configuring a content
switching action, see Configuring a Content Switching Action.

To bind a policy to a content switching virtual server and select a target load
balancing virtual server by using the command line interface

At the command prompt, type:

bind cs vserver <nane>[-lbvserver<string> -targetLBVServer<string> -policyname <string> -priority <positive_integer>] [-
gotoPriorityExpression <expression>] [-type ( REQUEST | RESPONSE )] [-invoke (<labelType> <labelName>) ]

Example

bi nd cs vserver cswvip2 -policynanme cswape-policy2 -priority 14 -gotoPriorityExpression NE

bi nd cs vserver cswvip3 -policyname rewite-policyl -priority 17 -gotoPriorityExpression
' . header ("a").count' -flowtype REQUEST -invoke policyl abel |abell

bi nd cs vserver Vserver-CS-1 Vserver-LB-1 -policynane Policy-CS-1 -priority 20

Note: The parameters, target load balancing virtual server (targetVserver), go to priority expression (gotoPriorityExpression),
and invoke method (invoke) cannot be used if a policy has an action.

To bind a policy to a content switching virtual server and select a target load
balancing virtual server by using the configuration utility

Navigate to Traffic Management > Content Switching > Virtual Servers, open a virtual server and, in the Content Switching
Policy Binding section, bind a policy to the virtual server, and specify a target load balancing virtual server.
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Configuring Policy Based Logging for Content Switching

You can configure policy based logging for a content switching policy. Policy based logging enables you to specify a
format for log messages. The contents of the log message are defined by using a default syntax expression in the
content switching policy. When the content switching action specified in the policy is performed, the NetScaler appliance
constructs the log message from the expression and writes the message to the log file. Policy based logging is
particularly useful if you want to test and troubleshoot a configuration in which content switching actions identify the
target load balancing virtual server at run time.

Note: If multiple policies bound to a given virtual server evaluate to TRUE and are configured with an audit message action,
the NetScaler appliance does not perform all the audit message actions. It performs only the audit message action that is
configured for the policy whose content switching action is performed.

To configure policy based logging for a content switching policy, you must first configure an audit message action. For
more information about configuring an audit message action, see Configuring Policy-Based Logging. After you configure
the audit message action, you specify the action in a content switching policy.

To configure policy based logging for a content switching policy by using the
command line interface

At the command line, type the following commands to configure policy based logging for a content switching policy and
verify the configuration:

o set cs policy <policyName> -logAction <string>
o show cs policy <policyName>

Example

> set cs policy cspoll -1ogAction csLogAction
Done
> show cs policy cspoll

Policy: cspoll Rul e: TRUE Action: csactl
LogAction: csLogAction
Hits: O
1) CS Vserver: csvsl
Priority: 10
Done
>

To configure policy based logging for a content switching policy by using the
configuration utility

Navigate to Traffic Management > Content Switching > Policies, open a policy and, in the Log Action list, select a log
action for the policy.
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Verifying the Configuration

To verify that your content switching configuration is correct, you need to view the content switching entities. To verify
proper operation after your content switching configuration has been deployed, you can view the statistics that are
generated as the servers are accessed.

Viewing the Properties of Content Switching Virtual Servers
Updated: 2013-10-31

You can view the properties of content switching virtual servers that you have configured on the NetScaler. You can use
the information to verify whether the virtual server is correctly configured and, if necessary, to troubleshoot. In addition
to details such as name, IP address, and port, you can view the various policies bound to a virtual server, and its traffic-
management settings.

The content switching policies are displayed in the order of their priority. If more than one policy has the same priority,
they are shown in the order in which they are bound to the virtual server.

Note: If you have configured the content switching virtual server to forward traffic to a load balancing virtual server, you can
also view the content switching policies by viewing the properties of the load balancing virtual server.

To view the properties of content switching virtual servers by using the command line interface

To list basic properties of all content switching virtual servers in your configuration, or detailed properties of a specific
content switching virtual server, at the command prompt, type one of the following commands:

o show cs vserver
o show cs vserver <nane>

Example

1.

show cs vserver Vserver-CS-1

Vserver-CS-1 (10.102.29.161:80) - HITP Type: CONTENT
State: UP

Last state change was at Thu Jun 30 10:48:59 2011
Time since |ast state change: 6 days, 20:03:00.760
Client Idle Tineout: 180 sec

Down state flush: ENABLED

Di sable Primary Vserver On Down : DI SABLED

Appf | ow | oggi ng: DI SABLED

Port Rewite : DI SABLED

State Update: DI SABLED

Default: Content Precedence: RULE

Vserver | P and Port insertion: OFF

Case Sensitivity: ON

Push: DI SABLED Push VServer:

Push Label Rul e: none

1) Policy : _ ESNS PREBODY POLICY Priority: 0
2) Policy : __ ESNS POSTBODY_PCLICY Priority:0

1) Conpression Policy Nane: _ ESNS CVP_POLICY Priority: 2147483647
GotoPriority Expression: END
Fl owt ype: REQUEST

1) Rewrite Policy Nane: _ ESNS REVWRI TE POLICY Priority: 2147483647
GotoPriority Expression: END
Fl owt ype: REQUEST

1) Cache Policy Nanme: dfbx Priority: 10
GotoPriority Expression: END
Fl owt ype: REQUEST

1) Responder Policy Name: _ ESNS RESPONDER POLI CY Priority: 2147483647
CGotoPriority Expression: END

1) Policy: wiki Target: LBVIP2 Priority: 25 Hits: O

2) Policy: plain Target: LBVIPL Priority: 90 Hits: O
3) Policy: DispOrderTest2 Target: KerbAuthLBVS Priority: 91 Hits: O
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4) Policy: test_Pol Target: LBVIPL Priority: 92 Hts: O

5) Policy: PolicyNaneTesting Target: LBVIPL Priority: 100 Hits: O
Done

>

2.

show cs vserver

1) Vserver-CS-1 (10.102.29.161:80) - HTTP Type: CONTENT
State: UP

ag;

Appf | ow | oggi ng: DI SABLED

Port Rewite : DI SABLED

State Update: DI SABLED

2) apubendpt (10.111.111.1:80) - HITP Type: CONTENT
State: UP

ag]

Client Idle Tineout: 180 sec

Down state flush: DI SABLED

ag|

3) apubendptl (10.111.111.2:80) - HTTP Type: CONTENT
State: UP

a€|

Di sabl e Primary Vserver On Down : DI SABLED

Appf | ow | oggi ng: DI SABLED

Port Rewrite : DI SABLED

State Update: DI SABLED

a€,

Viewing Content Switching Policies

Updated: 2013-08-22

You can view the properties of the content switching policies that you defined, such as the name, domain, and URL or
expression, and use the information to find any mistakes in the configuration, or to troubleshoot if something is not
working as it should.

To view the properties of content switching policies by using the command line interface

To list either basic properties of all content switching policies in your configuration or detailed properties of a specific
content switching policy, at the command prompt, type one of the following commands:

o show cs policy
o show cs policy <PolicyName>

Example

show cs policy

show cs policy Policy-CS-1

To view the properties of content switching policies by using the configuration utility

Navigate to Traffic Management > Content Switching > Policies, select a policy and, in the Action list, select Show
Bindings.

Viewing a Content Switching Virtual Server Configuration by Using the
Visualizer

Updated: 2013-08-22

The Content Switching Visualizer is a tool that you can use to view a content switching configuration in graphical format.
You can use the visualizer to view the following configuration items:

o A summary of the load balancing virtual servers to which the content switching virtual server is bound.

o All services and service groups that are bound to the load balancing virtual server and all monitors that are
bound to the services.

o The configuration details of any displayed element.
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o Any policies bound to the content switching virtual server. These policies need not be content switching
policies. Many types of policies, such as Rewrite policies, can be bound to a content switching virtual server.

After you configure the various elements in a content switching and load balancing setup, you can export the entire
configuration to an application template file.

Note: The Visualizer requires a graphical interface, so it is available only through the configuration utility.

To view a content switching configuration by using the Visualizer in the configuration utility

1.
2.
3.

10.

Navigate to Traffic Management > Content Switching > Virtual Servers.
In the details pane, select the virtual server that you want to view, and then click Visualizer.
In the Content Switching Visualizer window, you can adjust the viewable area as follows:

o Click the Zoom In and Zoom Out icons to increase or decrease the viewable area.

o Click the Save Image icon to save the graph as an image file.

o In the Search in text field, begin typing the name of the item you are looking for. When you have typec
enough characters to identify the item, its location is highlighted. To restrict the search, click the drop-
down menu and select the type of element that you want to search for.

To view configuration details for entities that are bound to this virtual server, you can do the following:

o To view policies that are bound to the virtual server, in the tool bar at the top of the dialog box select
one or more feature-specific policy icons. If policy labels are configured, they appear in the main view
area.

o To view the configuration details for a bound service or service group, click the icon for the service,
click the Related Tasks tab, and then click Show Member Services.

o To view the configuration details for a monitor, click the icon for the monitor, click the Related Tasks
tab, and then click View Monitor.

To view detailed statistics for any virtual server in the content switching configuration, click the virtual server for which
you want to view statistics, then click the Related Tasks tab, and then click Statistics.

To view a comparative list of the parameters whose values either differ or are not defined across service containers
for a load balancing virtual server, click the icon for a container, click the Related Tasks tab, and then click Service
Attributes Diff.

To view monitor binding details for the services in a container, in the Service Attributes Diff dialog box, in the Group
column for the container, click Details. This comparative list helps you determine which service container has the
configuration you want to apply to all the service containers.

To view the number of requests received per second at a given point in time by the virtual servers in the configuration,
and the number of hits per second at a given point in time for rewrite, responder, and cache policies, click Show Stats,
The statistical information is displayed on the respective nodes in the Visualizer. This information is not updated in rea
time. It has to be refreshed manually. To refresh the information, click Refresh Stats.

Note: This option is available only on NetScaler nCore builds.

To copy configuration details for an element to a document or spreadsheet, click the icon for that element, click
Related Tasks, click Copy Properties, and then paste the information into a document.

To export the entire configuration that is displayed in the Visualizer to an application template file, click the icon for the
content switching virtual server, click Related Tasks, and then click Create Template. When creating the application
template, you can configure variables in some policy expressions and actions. For more information about creating the
application template file and configuring variables for a template, see AppExpert.
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Customizing the Basic Content Switching Configuration

After you configure a basic content switching setup, you might need to customize it to meet your requirements. If your
web servers are UNIX-based and rely on case sensitive pathnames, you can configure case sensitivity for policy
evaluation. You can also set precedence for evaluation of the content switching policies that you configured. You can
configure HTTP and SSL content switching virtual servers to listen on multiple ports instead of creating separate virtual
servers. If you want to configure content switching for a specific a virtual LAN, you can configure a content switching
virtual server with a listen policy.

To customize the basic content switching configuration, see the following sections:

Configuring Case Sensitivity for Policy Evaluation

Setting the Precedence for Policy Evaluation

Support for Multiple Ports for HTTP and SSL Type Content Switching Virtual Servers
Configuring per-VLAN Wildcarded Virtual Servers

Configuring the Microsoft SQL Server Version Setting

O 00 OO

Configuring Case Sensitivity for Policy Evaluation
Updated: 2013-10-31

You can configure the content switching virtual server to treat URLs as case sensitive in URL-based policies. When
case sensitivity is configured, the NetScaler appliance considers case when evaluating policies. For example, if case
sensitivity is off, the URLs /a/1.htm and /A/1.HTM are treated as identical. If case sensitivity is on, those URLs are
treated as separate and can be switched to different targets.

To configure case sensitivity by using the command line interface

At the command prompt, type:
set cs vserver <nane> -caseSensitive (ON|OFF)

Example

set cs vserver Vserver-CS-1 -caseSensitive ON
To configure case sensitivity by using the configuration utility

1. Navigate to Traffic Management > Content Switching > Virtual Servers, and open a virtual server.
2. In Advanced Settings, select Traffic Settings, and then select Case Sensitive.

Setting the Precedence for Policy Evaluation

Updated: 2013-10-31

Precedence refers to the order in which policies that are bound to a virtual server are evaluated. You do not normally
have to configure precedence: the default precedence works correctly in many cases. If you want to make sure that one
policy or set of policies is applied first, however, and another policy or set of policies is applied only if the first set does
not match a request, you can configure either URL-based precedence or rule-based precedence.

Precedence with URL-Based Policies
If there are multiple matching URLSs for the incoming request, the precedence (priority) for URL-based policies is:

Domain and exact URL
Domain, prefix, and suffix
Domain and suffix
Domain and prefix
Domain only

Exact URL

Prefix and suffix

Suffix only

Prefix only

Default

CoxNoUurwNE

=Y

If you configure precedence based on URL, the request URL is compared to the configured URLSs. If none of the
configured URLs match the request URL, then rule-based policies are checked. If the request URL does not match any
rule-based policies, or if the content group selected for the request is down, then the request is processed as follows:
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o If you configure a default group for the content switching virtual server, then the request is forwarded to the
default group.

o If the configured default group is down or if no default group is configured, then an &€ceHTTP 404 Not
Founda€- error message is sent to the client.

Note: You should configure URL-based precedence if the content type (for example, images) is the same for all clients.
However, if different types of content must be served based on client attributes (such as Accept-Language), you must use
rule-based precedence.

Precedence with Rule-Based Policies

If you configure precedence based on rules, which is the default setting, the request is tested on the basis of the rule-
based policies you have configured. If the request does not match any rule-based policies, or if the content group
selected for the incoming request is down, the request is processed in the following manner:

o If a default group is configured for the content switching virtual server, the request is forwarded to the defauli
group.

o If the configured default group is down or if no default group is configured, an &€ceHTTP 404 Not Founda€e
error message is sent to the client.

To configure precedence by using the command line interface

At the command prompt, type:
set cs vserver <nane> -precedence ( RULE | URL )

Example

set cs vserver Vserver-CS-1 -precedence RULE
To configure precedence by using the configuration utility

1. Navigate to Traffic Management > Content Switching > Virtual Servers, and open a virtual server.
2. In Advanced Settings, select Traffic Settings, and then specify Precedence.

Support for Multiple Ports for HTTP and SSL Type Content Switching Virtual
Servers

Updated: 2014-05-21

You can configure the NetScaler ADC so that HTTP and SSL content switching virtual servers listen on multiple ports,
without having to configure separate virtual servers. This feature is especially useful if you want to base a content
switching decision on a part of the URL and other L7 parameters. Instead of configuring multiple virtual servers with the
same |IP address and different ports, you can configure one IP address and specify the port as *. As a result, the
configuration size is also reduced.

To configure an HTTP or SSL content switching virtual server to listen on multiple ports by using
the command line

At the command prompt, type:
add cs vserver <name> <serviceType> <IPAddress> Port *

Example

> add cs vserver csl HITP 10.102.92. 215 *
Done
> sh c¢s vserver csl
csl (10.102.92.215:*) - HITP Type: CONTENT
State: UP
Last state change was at Tue May 20 01:15:49 2014
Time since last state change: 0 days, 00:00:03.270
Client Idle Tineout: 180 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED
Appfl ow | oggi ng: ENABLED
Port Rewrite : DI SABLED
St at e Update: DI SABLED
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Defaul t: Cont ent Precedence: RULE
Vserver | P and Port insertion: OFF
L2Conn: OFF Case Sensitivity: ON
Aut hentication: OFF
401 Based Aut hentication: OFF
Push: DI SABLED Push VServer:
Push Label Rule: none
| cnrpResponse: PASSI VE
RHI st at e: PASSI VE
TD: 0
Done

To configure an HTTP or SSL content switching virtual server to listen on multiple ports by using
the configuration utility

1. Navigate to Traffic Management > Content Switching > Virtual Servers, and create a virtual server of type HTTP or
SSL.
2. Use an asterisk (*) to specify the port.

Configuring per-VLAN Wildcarded Virtual Servers

Updated: 2013-10-31

If you want to configure content switching for traffic on a specific virtual local area network (VLAN), you can create a
wildcarded virtual server with a listen policy that restricts it to processing traffic only on the specified VLAN.

To configure a wildcarded virtual server that listens to a specific VLAN by using the command line
interface

At the command prompt, type:
add cs vserver <name> <serviceType> IPAddress * Port * -listenpolicy <expression> [-listenpriority <positive_integer>]

Example

add cs vserver Vserver-CS-vlanl ANY * *
-listenpolicy "CLIENT. VLAN. ID. EQ2)" ~-listenpriority 10

To configure a wildcarded virtual server that listens to a specific VLAN by using the configuration
utility

Navigate to Traffic Management > Content Switching > Virtual Servers, and configure a virtual server. Specify a listen
policy that restricts it to processing traffic only on the specified VLAN.

After you have created this virtual server, you bind it to one or more services as described in Binding Services to the
Virtual Server.

Configuring the Microsoft SQL Server Version Setting
Updated: 2013-08-22

You can specify the version of Microsoft"® SQL Server”® for a content switching virtual server that is of type MSSQL.
The version setting is recommended if you expect some clients to not be running the same version as your Microsoft
SQL Server product. The version setting provides compatibility between the client-side and server-side connections by
ensuring that all communication conforms to the server's version.

To set the Microsoft SQL Server version parameter by using the command line interface

At the command prompt, type the following commands to set the Microsoft SQL Server version parameter for a content
switching virtual server and verify the configuration:

o set cs vserver <name> -mssqlServerVersion <mssglServerVersion>
o show cs vserver <name>

Example

> set cs vserver nmyMsSQLcsvi p -nssql Server Versi on 2008R2
Done
> show cs vserver nyMSSQ.csvip
nmyMsSQLcsvi p (192.0.2.13:1433) - MSSQL Type: CONTENT
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State: UP
I\/Bsql Server Version: 2008R2

Done
>

To set the Microsoft SQL Server version parameter by using the configuration utility
1. Navigate to Traffic Management > Content Switching > Virtual Servers, configure a virtual server and specify the

protocol as MYSQL.
2. In Advanced Settings, select MySQL, and specify the Server Version.
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Content Switching for Diameter Protocol

For Diameter-protocol traffic, you can configure the NetScaler appliance (or virtual appliance) to act as a relay agent
that load balances and forwards a packet to the appropriate destination on the basis of the message content (AVP value
in the message). Since the appliance does not perform any application-level processing, it provides relaying services for
all diameter applications as specified by the configured content switching policies. Therefore, the appliance advertises
the Relay Application ID in the capability exchange answer (CEA) message when the client establishes a diameter
connection. You must configure a content switching virtual server, load balancing virtual servers, and services to
represent the diameter nodes. When a request reaches the content switching virtual server, the virtual server applies
the content switching policies associated with that type of request. After evaluating the policies, the content switching
virtual server routes the request to the appropriate load balancing virtual server, which sends it to the appropriate
service.

A diameter interface provides a connection between the different diameter nodes. The following sample deployment
uses Cx and Rx interfaces. A Cx interface provides a connection between a CSCF and an HSS. An Rx interface
provides a connection between a CSCF and a PCRF. All the messages reach the NetScaler appliance. Depending on
whether the message is for a Cx or an Rx interface, and on the content switching policies defined, the NetScaler selects
an appropriate load balancing server pool.

Citrix NetScaler

Cxinterface

CSCF=Call Session Control Function
HSS=Home Subscriber Server
PCRF=Policy and Charging Rules Function

Sample Configuration

1. For each entity, create a service, a load balancing server, and bind the service to the virtual server.

add service svc_pcrf[21-3] 1.1.1.1[1-3] DI AVETER 3868

add service svc_hss[1-3] 1.1.1.2[1-3] DI AMETER 3868

add I b vserver vs_rx DI AVETER - persi stenceType DI AMETER a€“persi stavpno 263
add I b vserver vs_cx DI AVETER - persi stenceType DI AMETER a€“persi stavpno 263
bind I'b vserver vs_rx svc_pcrf[1-3]

bind I'b vserver vs_cx svc_hss[ 1- 3]

2. Create a content switching virtual server and two actions (one for each load balancing virtual server). Create two

content switching policies and bind these policies to the content switching virtual server, specifying a priority for each

policy.

add cs vserver cs_dianeter D AMETER 10.1.1.10 3868
add cs action cx_action -targetLBVserver vs_cx
add cs action rx_action a€“targetLBvserver vs_rx

add cs policy cx_policy -rule "D AMETER REQ AUTH APPLI CATI ON_I D. EQ(16777216)" -action ¢
add cs policy rx_policy -rule "D AMETER REQ AUTH APPLI CATI ON_I D. EQ(16777236)" -action r

bi nd cs vserver cs_dianeter -policyNanme rx_policy -priority 100
bi nd cs vserver cs_dianeter -policyNanme cx_policy -priority 110
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Protecting the Content Switching Setup against Failure

Content switching may fail when the content switching virtual server goes DOWN or fails to handle excessive traffic, or
for other reasons. To reduce the chances of failure, you can take the following measures to protect the content
switching setup against failure:

o Configure a backup content switching virtual server

o Configure spillover for preventing the overloading of the primary and diverting excess traffic to the backup
virtual server

o Specify a redirect URL, the URL to which the content is switched if both the primary and backup content
switching virtual servers are DOWN

o Enable the State Update option for marking a content switching virtual server as DOWN when the load
balancing virtual server is DOWN

o Flush the surge queues when the queues become too long

Configuring a Backup Virtual Server
Updated: 2013-11-08

If the primary content switching virtual server is marked DOWN or DISABLED, the NetScaler appliance can direct
requests to a backup content switching virtual server. It can also send a notification message to the client regarding the
site outage or maintenance. The backup content switching virtual server is a proxy and is transparent to the client.

When configuring the backup virtual server, you can specify the configuration parameter Disable Primary When Down to
ensure that, when the primary virtual server comes back up, it remains the secondary until you manually force it to take
over as the primary. This is useful if you want to ensure that any updates to the database on the server for the backup
are preserved, enabling you to synchronize the databases before restoring the primary virtual server.

You can configure a backup content switching virtual server when you create a content switching virtual server or when
you change the optional parameters of an existing content switching virtual server. You can also configure a backup
content switching virtual server for an existing backup content switching virtual server, thus creating cascaded backup
content switching virtual servers. The maximum depth of cascaded backup content switching virtual servers is 10. The
appliance searches for a backup content switching virtual server that is up and accesses that content switching virtual
server to deliver the content.

Note: If a content switching virtual server is configured with both a backup content switching virtual server and a redirect URL

the backup content switching virtual server takes precedence over the redirect URL. The redirect is used when the primary
and backup virtual servers are down.

To set up a backup content switching virtual server by using the command line interface

At the command prompt, type:
set cs vserver <nane> -backupVserver <string> -disablePrimaryOnDown (ON|OFF)

Example

set cs vserver Vserver-CS-1 -backupVserver Vserver-CS-2 -disabl ePrimaryOnDown ON
To set up a backup content switching virtual server by using the configuration utility

1. Navigate to Traffic Management > Content Switching > Virtual Servers, configure a virtual server and specify the
protocol as MYSQL.
2. In Advanced Settings, select Protection, and specify a Backup Virtual Server.

Diverting Excess Traffic to a Backup Virtual Server

Updated: 2013-11-04

The spillover option diverts new connections arriving at a content switching virtual server to a backup content switching
virtual server when the number of connections to the content switching virtual server exceeds the configured threshold
value. The threshold value is dynamically calculated, or you can set the value. The number of established connections
(in case of TCP) at the virtual server is compared with the threshold value. When the number of connections reaches
the threshold, new connections are diverted to the backup content switching virtual server.

If the backup content switching virtual servers reach the configured threshold and are unable to take the load, the

primary content switching virtual server diverts all requests to the redirect URL. If a redirect URL is not configured on the
primary content switching virtual server, subsequent requests are dropped.
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To configure a content switching virtual server to divert new connections to a backup virtual server
by using the command line interface

At the command prompt, type:

set cs vserver <nane> -soMethod <methodType> -soThreshold <thresholdValue> -soPersistence <persistenceValue> -
soPersistenceTimeout <timeoutValue>

Example

set cs vserver Vserver-CS-1 -soMethod Connection -soThreshold 1000 -soPersistence enabled -s

To set a content switching virtual server to divert new connections to a backup virtual server by
using the configuration utility

1. Navigate to Traffic Management > Content Switching > Virtual Servers, configure a virtual server and specify the
protocol as MYSQL.
2. In Advanced Settings, select Protection, and configure spillover.

Configuring a Redirection URL
Updated: 2015-03-19

You can configure a redirect URL to communicate the status of the NetScaler appliance in the event that a content
switching virtual server of type HTTP or HTTPS is DOWN or DISABLED. This URL can be local or remote.

Redirect URLSs can be absolute URLs or relative URLSs. If the configured redirect URL contains an absolute URL, the
HTTP redirect is sent to the configured location, regardless of the URL specified in the incoming HTTP request. If the
configured redirect URL contains only the domain name (relative URL), the HTTP redirect is sent to a location after
appending the incoming URL to the domain configured in the redirect URL.

Citrix recommends using an absolute URL. That is, a URL ending in /, for example www.example.com/ instead of a
relative URL. A relative URL redirection might result in the vulnerability scanner reporting a false positive.

Note: If a content switching virtual server is configured with both a backup virtual server and a redirect URL, the backup
virtual server takes precedence over the redirect URL. A redirect URL is used when the primary and backup virtual servers
are down.

When redirection is configured and the content switching virtual server is unavailable, the appliance issues an HTTP
302 redirect to the user&€™s browser.

To configure aredirect URL for when the content switching virtual server is unavailable by using
the command line interface

At the command prompt, type:
set cs vserver <nane> -redirectURL <URLValue>

Example
set cs vserver Vserver-CS-1 -redirectURL http://ww. newdonmai n. com nysit e/ mai nt enance

To configure aredirect URL for when the content switching virtual server is unavailable by using
the configuration utility

1. Navigate to Traffic Management > Content Switching > Virtual Servers, configure a virtual server and specify the

protocol as MYSQL.
2. In Advanced Settings, select Protection, and specify a Redirect URL.

Configuring the State Update Option

Updated: 2014-12-12

The content switching feature enables the distribution of client requests across multiple servers on the basis of the
specific content presented to the users. For efficient content switching, the content switching virtual server distributes

the traffic to the load balancing virtual servers according to the content type, and the load balancing virtual servers
distribute the traffic to the physical servers according to the specified load balancing method.
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For smooth traffic management, it is important for the content switching virtual server to know the status of the load
balancing virtual servers. The state update option helps to mark the content switching virtual server DOWN if the load
balancing virtual server bound to it is marked DOWN. A load balancing virtual server is marked DOWN if all the physical
servers bound to it are marked DOWN.

When State Update is disabled:

The status of the content switching virtual server is marked as UP. It remains UP even if there is no bound load
balancing virtual server that is UP.

When State Update is enabled:

When you add a new content switching virtual server, initially, its status is shown as DOWN. When you bind a load
balancing virtual server whose status is UP, the status of the content switching virtual server becomes UP.

If more than one load balancing virtual server is bound and if one of them is specified as the default, the status of the
content switching virtual server reflects the status of the default load balancing virtual server.

If more than one load balancing virtual server is bound without any of them being specified as the default, the status of
the content switching virtual server is marked UP only if all the bound load balancing virtual servers are UP.

To configure the state update option by using the command line interface

At the command prompt, type:
add cs vserver <nane> <protocol> <ipAddress> <port> -stateUpdate ENABLED

Example

add cs vserver csw vserver HITP 10.18.250. 154 80 -stateupdate ENABLED -cltTi neout 180
To configure the state update option by using the configuration utility
1. Navigate to Traffic Management > Content Switching > Virtual Servers, configure a virtual server and specify the

protocol as MYSQL.
2. In Advanced Settings, select Traffic Settings, and then select State Update.

Flushing the Surge Queue

Updated: 2013-12-04

When a physical server receives a surge of requests, it becomes slow to respond to the clients that are currently connected
to it, which leaves users dissatisfied and disgruntled. Often, the overload also causes clients to receive error pages. To avoid

such overloads, the NetScaler appliance provides features such as surge protection, which controls the rate at which new
connections to a service can be established.

The appliance does connection multiplexing between clients and physical servers. When it receives a client request to
access a service on a server, the appliance looks for an already established connection to the server that is free. If it
finds a free connection, it uses that connection to establish a virtual link between the client and the server. If it does not
find an existing free connection, the appliance establishes a new connection with the server, and establishes a virtual
link between client and the server. However, if the appliance cannot establish a new connection with the server, it sends
the client request to a surge queue. If all the physical servers bound to the load balancing or content switching virtual
server reach the upper limit on client connections (max client value, surge protection threshold or maximum capacity of
the service), the appliance cannot establish a connection with any server. The surge protection feature uses the surge
queue to regulate the speed at which connections are opened with the physical servers. The appliance maintains a
different surge queue for each service bound to the virtual server.

The length of a surge queue increases whenever a request comes for which the appliance cannot establish a
connection, and the length decreases whenever a request in the queue gets sent to the server or a request gets timed
out and is removed from the queue.

If the surge queue for a service or service group becomes too long, you may want to flush it. You can flush the surge
gueue of a specific service or service group, or of all the services and service groups bound to a load balancing virtual
server. Flushing a surge queue does not affect the existing connections. Only the requests present in the surge queue
get deleted. For those requests, the client has to make a fresh request.

You can also flush the surge queue of a content switching virtual server. If a content switching virtual server forwards
some requests to a particular load balancing virtual server, and the load balancing virtual server also receives some
other requests, when you flush the surge queue of the content switching virtual server, only the requests received from
this content switching virtual server are flushed; the other requests in the surge queue of the load balancing virtual
server are not flushed.
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Note: You cannot flush the surge queues of cache redirection, authentication, VPN or GSLB virtual servers or GSLB services
Note: Do not use the Surge Protection feature if Use Source IP (USIP) is enabled.

To flush a surge queue by using the command line interface

The flush ns surgeQ command works in the following manner:

o You can specify the name of a service, service group, or virtual server whose surge queue has to be
flushed.

o If you specify a name while executing the command, surge queue of the specified entity will be flushed. If
more than one entity has the same name, the appliance flushes surge queues of all those entities.

o If you specify the name of a service group, and a server name and port while executing the command, the
appliance flushes the surge queue of only the specified service group member.

o You cannot directly specify a service group member (<serverName> and <port>) without specifying the
name of the service group (<name>) and you cannot specify <port> without a <serverName>. Specify the
<serverName> and <port> if you want to flush the surge queue for a specific service group member.

o If you execute the command without specifying any names, the appliance flushes the surge queues of all the
entities present on the appliance.

o If a service group member is identified with a server name, you must specify the server name in this
command; you cannot specify its IP address.

At the command prompt, type:
flush ns surgeQ [-name <name>] [-serverName <serverName> <port>]

Examples

1.

flush ns surgeQ a€“nane SVCIANZGB a€“server Nane 10.10.10.1 80

The above command flushes the surge queue of the service or virtual server that is naned SVC
2.

flush ns surgeQ

The above command flushes all the surge queues on the appliance.

To flush a surge queue by using the configuration utility

Navigate to Traffic Management > Content Switching > Virtual Servers, select a virtual server and, in the Action list,
select Flush Surge Queue.
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Managing a Content Switching Setup

After a content switching setup is configured, it may require periodic changes. When operating systems or software are
updated, or hardware wears out and is replaced, you may need to take down your setup. Load on your setup may
increase, requiring additional resources. You may also modify the configuration to improve performance.

These tasks may require unbinding policies from the content switching virtual server, or disabling or removing content
switching virtual servers. After you have made changes to your setup, you may need to re-enable servers and rebind
policies. You might also want to rename your virtual servers.

To manage a content switching setup, see the following sections:

Unbinding Policies from the Content Switching Virtual Server
Removing Content Switching Virtual Servers

Disabling and Re-Enabling Content Switching Virtual Servers
Renaming Content Switching Virtual Servers

Managing Content Switching Policies

Modifying a Content Switching Configuration by Using the Visualizer

O 0 O0OOO

Unbinding Policies from the Content Switching Virtual Server
Updated: 2014-09-03

When you unbind a content switching policy from its virtual server, the virtual server no longer includes that policy when
determining where to direct requests.

To unbind a policy from a content switching virtual server by using the command line interface

At the command prompt, type:
unbind cs vserver <name> -policyname <string>

Example

unbi nd cs vserver Vserver-CS-1 -policynane Policy-CS-1
To unbind a policy from a content switching virtual server by using the configuration utility

1. Navigate to Traffic Management > Content Switching > Virtual Servers, and open the virtual server.
2. Click in the Policies section, select the policy, and click Unbind.

Removing Content Switching Virtual Servers

Updated: 2013-10-31

You normally remove a content switching virtual server only when you no longer require the virtual server. When you
remove a content switching virtual server, the NetScaler appliance first unbinds all policies from the content switching
virtual server, and then removes it.

To remove a content switching virtual server by using the command line interface

At the command prompt, type:
rm cs vserver <nanme>@

Example

rmcs vserver Vserver-CS-1
To remove a content switching virtual server by using the configuration utility

Navigate to Traffic Management > Content Switching > Virtual Servers, select a virtual server, and click Delete.
Disabling and Re-Enabling Content Switching Virtual Servers

Updated: 2013-10-31

Content switching virtual servers are enabled by default when you create them. You can disable a content switching
virtual server for maintenance. If you disable the content switching virtual server, the state of the content switching
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virtual server changes to Out of Service. While out of service, the content switching virtual server does not respond to
requests.

To disable or re-enable a virtual server by using the command line interface

At the command prompt, type one of the following commands:

o disable cs vserver <nane>@
o enable cs vserver <nane>@

Example

di sabl e cs vserver Vserver-CS-1

enabl e cs vserver Vserver-CS-1

To disable or re-enable a virtual server by using the configuration utility

Navigate to Traffic Management > Content Switching > Virtual Servers, select a virtual server and, in the Action list,
select Enable or Disable.

Renaming Content Switching Virtual Servers

Updated: 2013-10-31

You can rename a content switching virtual server without unbinding it. The new name is propagated automatically to all
affected parts of the NetScaler configuration.

To rename a virtual server by using the command line interface

At the command prompt, type:
rename cs vserver <nane>@<newNane>@

Example
renane cs vserver Vserver-CS-1 Vserver-CS-2
To rename a virtual server by using the configuration utility

Navigate to Traffic Management > Content Switching > Virtual Servers, select a virtual server and, in the Action list,
select Rename.

Managing Content Switching Policies

Updated: 2013-08-22

You can modify an existing policy by configuring rules or changing the URL of the policy, or you can remove a policy.
You can also rename an existing advanced content switching policy. You can create different policies based on the
URL. URL-based policies can be of different types, as described in the following table.

Table 1. Examples of URL-Based Policies

Specifies

Domain Requests must match the configured domain name and configured URL (an exact prefix match if
and Exact only the prefix is configured; or an exact match of the prefix and suffix if both the prefix and suffix
URL are configured).

Example:

add cs policy Policy-CS-1 -url /sports/tennis/index.html -domain "www.domainxyz.com"

Requests must match the exact domain name and a partial prefix of the configured URL.
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Only
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URL)

Prefix and
Suffix (Wild
Card URL)

Note: You can configure rule-based content switching using classical policy expressions or advanced policy expressions.

Example:

add cs policy Policy-CS-1 -url /*.jsp -domain "www.domainxyz.com"

Requests need match only the configured domain name.

Example:

add cs policy Policy-CS-1 -domain "www.domainxyz.com"

The incoming URL must exactly match the URL specified by the policy. If only a URL prefix rule
is configured, there must be an exact prefix match with the incoming URL. If a URL prefix and
suffix-based rule is configured, there should be an exact match of the prefix and suffix with the
incoming URL.

Example:

add cs policy Policy-CS-1 -url /sports/tennis/index.html

All the incoming URLs must start with the configured prefix.

Example:

add cs policy Policy-CS-1 -url /sports*

sports/*a€+ matches all URLs under /sports a€ce/sports*a€> matches all URLs whose prefix
match a€ce/sportsa€e starting from the beginning of a URL

All incoming URLs must end with the configured URL suffix.

Example:

add cs policy Policy-CS-1 -url /*.jsp

a€we/* jspa€es matches all URLs whose file extension is &€oejspa€es

All incoming URLs must start with the configured prefix and end with the configured suffix.
Example:

add cs policy Policy-CS-1 -url /sports/*.jsp

To modify, remove, or rename a policy by using the command line interface

At the command prompt, type one of the following commands:

o set cs policy <policyName> [-domain <domainValue>] [-rule <ruleValue>] [-url <URLValue>]
o rm cs policy <policyName>
o rename cs policy <policyName> <newPolicyName>

Example

set c¢cs policy
set cs policy
set cs policy
set cs policy

renane cs poli

Pol i cy-CS-1 -donain "ww. domai nxyz. cont'

Policy-CS-1 -rule "CLIENT.|P. SRC. SUBNET(22). EQ 10.100. 148.0)"
Policy-CS-2 -rule "SYS. TI ME. BETWEEN( GMI' 2010 Jun, GMI 2010 Jul )"
Policy-CS-1 -url /sports/*

cy Policy-CS-1 Policy-Cs-11

rmcs policy Policy-CS-1
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To modify, remove, or rename a policy by using the configuration utility

1. Navigate to Traffic Management > Content Switching > Policies.
2. Select the policy, and either delete it, edit it or, in the Action list, click Rename.

Modifying a Content Switching Configuration by Using the Visualizer
Updated: 2013-08-22

You can use the Visualizer to modify a load balancing virtual server to which the content switching virtual server is
bound. You can also modify a service or group of similar services, or a monitor. For more information, see "The Load
Balancing Visualizer."
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Managing Client Connections

To ensure efficient management of client connections, you can configure the content switching virtual servers on the
NetScaler appliance to use the following features:

Redirecting client requests to a cache
Enabling delayed cleanup of virtual server connections
Rewriting ports and protocols for redirection
Inserting the IP address and port of a virtual server in the request header
Setting a time-out value for idle client connections
Identifying Connections with the 4-tuple and Layer 2 Connection Parameters
Configuring the ICMP Response. You can configure the NetScaler to send ICMP responses to PING
requests according to your settings. On the IP address corresponding to the virtual server, set the ICMP
RESPONSE to VSVR_CNTRLD, and on the virtual server, set the ICMP VSERVER RESPONSE.
The following settings can be made on a virtual server:
When you set ICMP VSERVER RESPONSE to PASSIVE on all virtual servers, NetScaler always
responds.
When you set ICMP VSERVER RESPONSE to ACTIVE on all virtual servers, NetScaler responds even
if one virtual server is UP.
When you set ICMP VSERVER RESPONSE to ACTIVE on some and PASSIVE on others, NetScaler
responds even if one virtual server set to ACTIVE is UP.

O 0O O0OO0OO0OO0OO0

Redirecting Client Requests to a Cache

Updated: 2013-10-31

The NetScaler cache redirection feature redirects HTTP requests to a cache. You can significantly reduce the burden of
responding to HTTP requests and improve your Web site performance through proper implementation of the cache
redirection feature.

A cache stores frequently requested HTTP content. When you configure cache redirection on a virtual server, the
NetScaler appliance sends cacheable HTTP requests to the cache and non-cacheable HTTP requests to the origin Web
server. For more information on cache redirection, see "Cache Redirection."”

To configure cache redirection on a virtual server by using the command line interface

At the command prompt, type:
set cs vserver <nanme> -cacheable <Value>

Example

set cs vserver Vserver-CS-1 -cacheabl e yes
To configure cache redirection on a virtual server by using the configuration utility

1. Navigate to Traffic Management > Content Switching > Virtual Servers, and open a virtual server.
2. In Advanced Settings, select Traffic Settings, and select Cacheable.

Enabling Delayed Cleanup of Virtual Server Connections

Updated: 2013-10-31

Under certain conditions, you can configure the down state flush setting to terminate existing connections when a
service or a virtual server is marked DOWN. Terminating existing connections frees resources and in certain cases
speeds recovery of overloaded load balancing setups.

To configure the down state flush setting on a virtual server by using the command line interface

At the command prompt, type:
set cs vserver <nane> -downStateFlush <Value>

Example

set cs vserver Vserver-CS-1 -downStat eFl ush enabl ed
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To configure the down state flush setting on a virtual server by using the configuration utility

1. Navigate to Traffic Management > Content Switching > Virtual Servers, and open a virtual server.
2. In Advanced Settings, select Traffic Settings, and then select Down State Flush.

Rewriting Ports and Protocols for Redirection

Updated: 2013-10-31

Virtual servers and the services that are bound to them may use different ports. When a service responds to an HTTP
connection with a redirect, you may need to configure the NetScaler appliance to modify the port and the protocol to
ensure that the redirection goes through successfully. You do this by enabling and configuring the redirectPortRewrite
setting.

To configure HTTP redirection on a virtual server by using the command line interface

At the command prompt, type:
set cs vserver <nane> -redirectPortRewrite <Value>

Example

set cs vserver Vserver-CS-1 -redirectPortRewite enabl ed
To configure HTTP redirection on a virtual server by using the configuration utility

1. Navigate to Traffic Management > Content Switching > Virtual Servers, and open a virtual server.
2. In Advanced Settings, select Traffic Settings, and select Rewrite.

Inserting the IP Address and Port of a Virtual Server in the Request Header

Updated: 2013-10-31

If you have multiple virtual servers that communicate with different applications on the same service, you must configure
the NetScaler appliance to add the IP address and port number of the appropriate virtual server to the HTTP requests
that are sent to that service. This setting allows applications running on the service to identify the virtual server that sent
the request.

If the primary virtual server is down and the backup virtual server is up, the configuration settings of the backup virtual
server are added to the client requests. If you want the same header tag to be added, regardless of whether the
requests are from the primary virtual server or backup virtual server, you must configure the required header tag on both
virtual servers.

Note: This option is not supported for wildcarded virtual servers or dummy virtual servers.

To insert the IP address and port of the virtual server in the client requests by using the command
line interface

At the command prompt, type:
set cs vserver <namne> -insertVserverlPPort <vServerlPPORT>

Example

set cs vserver Vserver-CS-1 -insertVserverl PPort 10.201.25.136:80

To insert the IP address and port of the virtual server in the client requests by using the
configuration utility

1. Navigate to Traffic Management > Content Switching > Virtual Servers, and open a virtual server.

2. In Advanced Settings, select Traffic Settings and, in the Virtual Server IP Port Insertion list, select VIPADDR or
V6TOVAMAPPING, and specify a port header in Virtual Server IP Port Insertion Value.

Setting a Time-out Value for Idle Client Connections

Updated: 2013-10-31
You can configure a virtual server to terminate any idle client connections after a configured time-out period elapses.

When you configure this setting, the NetScaler appliance waits for the time you specify and, if the client is idle after that
time, it closes the client connection.
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To set atime-out value for idle client connections by using the command line interface

At the command prompt, type:
set cs vserver <nanme> -cltTimeout <Value>

Example

set cs vserver Vserver-CS-1 -cltTineout 100

To set a time-out value for idle client connections by using the configuration utility

1. Navigate to Traffic Management > Content Switching > Virtual Servers, and open a virtual server.
2. In Advanced Settings, select Traffic Settings, and specify a Client Idle Time-Out value.

Identifying Connections with the 4-tuple and Layer 2 Connection Parameters

Updated: 2013-08-22

You can now set the L2Conn option for a content switching virtual server. With the L2Conn option set, connections to the
content switching virtual server are identified by the combination of the 4-tuple (<source | P>: <source port>::
<destination | P>: <destination port>)and Layer 2 connection parameters. The Layer 2 connection parameters are
the MAC address, VLAN ID, and channel ID.

To set the L2Conn option for a content switching virtual server by using the command line interface

At the command line, type the following commands to configure the L2Conn parameter for a content switching virtual
server and verify the configuration:

o set cs vserver <name> -I2Conn (ON | OFF)
o show cs vserver <name>

Example

> set cs vserver mycsvserver -|2Conn ON

Done

> show cs vserver mnycsvserver
nycsvserver (192.0.2.56:80) - HITP  Type: CONTENT
State: UP
LZCohn; O\l Case Sensitivity: ON

Done
>

To set the L2Conn option for a content switching virtual server by using the configuration utility

1. Navigate to Traffic Management > Content Switching > Virtual Servers, and open a virtual server.
2. In Advanced Settings, select Traffic Settings, and then select Layer 2 Parameters.
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Troubleshooting

If the content switching feature does not work as expected after you have configured it, you can use some common
tools to access NetScaler resources and diagnose the problem.

Resources for Troubleshooting Content Switching

Updated: 2013-07-22
For best results, use the following resources to troubleshoot a content switching issue on a NetScaler appliance:

Configuration file

Relevant newnslog file

Trace files

Network topology diagram for the network setup of the customer

Citrix documentation, such as release notes, Knowledge Center articles, and eDocs

O 0 O0O0OOo

In addition to the above resources, the following tools expedite troubleshooting:

o The iehttpheaders or a similar utility

o The Wireshark application customized for the NetScaler trace files
o An SSH utility for command line access

o A HyperTerminal utility to access the console

Troubleshooting Content Switching Issues
Updated: 2013-08-02

The most common content switching issues involve the content switching feature not working at all, or working only
intermittently, and Service Unavailable responses.

o Issue
The content switching feature is not functioning.

Resolution

Check the configuration as follows:
Verify that the appliance is licensed for content switching.
Verify that the feature is enabled.
From the configuration file, verify that valid content switching policies are correctly bound to the load
balancing virtual servers.
o Issue

Client receives a 503 - Service Unavailable response.

Resolution

Verify the URL and policy bindings. The client receives the 503 response when none of the policies you
have configured is evaluated and no default load balancing virtual server is defined and bound to the
content switching virtual server.
From the configuration, verify the policies and URL being accessed by the client.
Verify that for every type of request the respective policy is evaluated. If the policy is not evaluated,
check the policy expression and update it if necessary.
Verify the URL and HTTP request and response headers. To do so, record an HTTPHeader trace and, if
necessary, record the packet traces on the appliance and the client.

o Issue

Intermittently, the content switching feature is not working as expected.

Resolution
Study the network topology diagram, if available, of the setup to understand the various devices installed
between the client and the server(s).
Verify the configuration and policy bindings. Make sure that the URL in the policy expression matches to
the one in the client request.
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Verify that appropriate priorities are assigned to the policies. An incorrect precedence or priority assignec
to a policy can cause a problem.

Run the following commands to verify the bindings and the values of the policy hit counters in the output
of the commands:

show cs vserver <CS VServer >
show cs policy <CS Policy>

stat cs vserver <CS VServer>

Using iehttpheaders or a similar utility, determine whether the HTTP headers for the requests or
responses provide any pointers to the issue.

Check the release notes and Knowledge Center articles.

If the issue is still not resolved, contact Citrix Technical Support with appropriate data for further
investigation.
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Domain Name System

You can configure the Citrix NetScaler appliance to function as an authoritative domain name server (ADNS server) for
a domain. You can add the DNS resource records that belong to the domain for which the appliance is authoritative and
configure resource record parameters. You can also configure the NetScaler appliance as a proxy DNS server that load
balances a farm of DNS name servers that are either within your network or outside your network. You can configure
the appliance as an end resolver and forwarder. You can configure DNS suffixes that enable name resolution when fully
qualified domain names are not configured. The appliance also supports the DNS ANY query that retrieves all the
records that belong to a domain.

You can configure the NetScaler appliance to concurrently function as an authoritative DNS server for one domain and
a DNS proxy server for another domain. When you configure the NetScaler as the authoritative DNS server or DNS
proxy server for a zone, you can enable the appliance to use the Transmission Control Protocol (TCP) for response
sizes that exceed the size limit specified for the User Datagram Protocol (UDP).

How DNS Works on the NetScaler

You can configure the NetScaler appliance to function as an ADNS server, DNS proxy server, end resolver, and
forwarder. You can add DNS resource records on the NetScaler, including service (SRV) records, IPv6 (AAAA) records,
address (A) records, mail exchange (MX) records, canonical name (CNAME) records, pointer (PTR) records, start of
authority (SOA) records, and text (TXT) records. Also, you can configure the NetScaler to load balance external DNS
name servers.

The NetScaler can be configured as the authority for a domain. To do this, you add valid SOA and NS records for the
domain.

An ADNS server is a DNS server that contains complete information about a zone.

To configure the NetScaler as an ADNS server for a zone, you must add an ADNS service, and then configure the
zone. To do so, you add valid SOA and NS records for the domain. When a client sends a DNS request, the NetScaler
appliance searches the configured resource records for the domain name. You can configure the ADNS service to be
used with the NetScaler Global Server Load Balancing (GSLB) feature.

You can delegate a subdomain, by adding NS records for the subdomain to the zone of the parent domain. You can
then make the NetScaler authoritative for the subdomain, by adding a "glue record" for each of the subdomain name
servers. If GSLB is configured, the NetScaler makes a GSLB load balancing decision based on its configuration and
replies with the IP address of the selected virtual server. The following figure shows the entities in an ADNS GSLB setup
and a DNS proxy setup.

Figure 1. DNS Proxy Entity Model

3)

The NetScaler appliance can function as a DNS proxy. Caching of DNS records, which is an important function of a
DNS proxy, is enabled by default on the NetScaler appliance. This enables the NetScaler to provide quick responses for
repeated translations. You must also create a load balancing DNS virtual server, and DNS services, and then bind
these services to the virtual server.

The NetScaler provides two options, minimum time to live (TTL) and maximum TTL for configuring the lifetime of the
cached data. The cached data times out as specified by your settings for these two options. The NetScaler checks the
TTL of the DNS record coming from the server. If the TTL is less than the configured minimum TTL, it is replaced with
the configured minimum TTL. If the TTL is greater than the configured maximum TTL, it is replaced with the configured
maximum TTL.
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The NetScaler also allows caching of negative responses for a domain. A negative response indicates that information
about a requested domain does not exist, or that the server cannot provide an answer for the query. The storage of this
information is called negative caching. Negative caching helps speed up responses to queries on a domain, and can
optionally provide the record type.

A negative response can be one of the following:

o NXDOMAIN error message - If a negative response is present in the local cache, the NetScaler returns an
error message (NXDOMAIN). If the response is not in the local cache, the query is forwarded to the server,
and the server returns an NXDOMAIN error to the NetScaler. The NetScaler caches the response locally,
then returns the error message to the client.

o NODATA error message - The NetScaler sends a NODATA error message, if the domain name in query is
valid but records of the given type are not available.

The NetScaler supports recursive resolution of DNS requests. In recursive resolution, the resolver (DNS client) sends a
recursive query to a name server for a domain name. If the queried name server is authoritative for the domain, it
responds with the requested domain name. Otherwise, the NetScaler queries the name servers recursively until the
requested domain name is found.

Before you can apply the recursive query option, you must first enable it. You can also set the number of times the DNS
resolver must send a resolution request (DNS retries) if a DNS lookup fails.

You can configure the NetScaler as a DNS forwarder. A forwarder passes DNS requests to external name servers. The
NetScaler allows you to add external name servers and provides name resolution for domains outside the network. The
NetScaler also allows you to set the name lookup priority to DNS or Windows Internet Name Service (WINS).

Round Robin DNS

When a client sends a DNS request to find the DNS resource record, it receives a list of IP addresses resolving to the
name in the DNS request. The client then uses one of the IP addresses in the list, generally, the first record or IP
address. Hence, a single server is used for the total TTL of the cache and is overloaded when a large number of
requests arrive.

When the NetScaler receives a DNS request, it responds by changing the order of the list of DNS resource records in a
round robin method. This feature is called round robin DNS. Round robin distributes the traffic equally between data
centers. The NetScaler performs this function automatically. You do not have to configure this behavior.

Functional Overview

If the NetScaler is configured as an ADNS server, it returns the DNS records in the order in which the records are
configured. If the NetScaler is configured as a DNS proxy, it returns the DNS records in the order in which it receives the
records from the server. The order of the records present in the cache matches the order in which records are received
from the server.

The NetScaler then changes the order in which records are sent in the DNS response in a round robin method. The first
response contains the first record in sequence, the second response contains the second record in sequence, the third
response contains the third record in sequence, and the order continues in the same sequence. Thus, clients requesting
the same name can connect to different IP addresses.

Round Robin DNS Example
As an example of round robin DNS, consider DNS records that have been added as follows:

add dns addRec nsl 1.1.1.1 add dns addRec ns1 1.1.1.2 add dns addRec nsl1l 1.1.1.3 add dn
The domain, abc.com is linked to an NS record as follows:

add dns nsrec abc.com nsl

When the NetScaler receives a query for the A record of ns1, the Address records are served in a round robin method
as follows. In the first DNS response, 1.1.1.1 is served as the first record:

nsl. IHIN A 1.1.1.1 nsl. IHINA 1

In the second DNS response, the second IP address, 1.1.1.2 is served as the first record:

nsl. IHIN A 1.1.1.2 nsl. IHIN A 1

In the third DNS response, the third IP address, 1.1.1.2 is served as the first record:

nsl. IHIN A 1.1.1.3 nsl. IHINA 1
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Configuring DNS Resource Records

You configure resource records on the CitrixA® NetScalerA® appliance when you configure the appliance as an ADNS
server for a zone. You can also configure resource records on the appliance if the resource records belong to a zone for
which the appliance is a DNS proxy server. On the appliance, you can configure the following record types:

Service records

AAAA records

Address records

Mail Exchange records
Name Server records
Canonical records
Pointer records

NAPTR records

Start of Authority records
Text records

O 0O O0O0OO0OO0OOOO0OO

The following table lists the record types and the number of records (per record type) that you can configure for a
domain on the NetScaler.

Table 1. Record Type and Number Configurable

Record Type Number of Records

Address (A) 25
IPV6 (AAAA) 5
Mail exchange (MX) 12
Name server (NS) 16
Service (SRV) 8
Pointer (PTR) 20
Canonical name (CNAME) 1
Start of Authority (SOA) 1
Text (TXT) 20
Naming Authority Pointer (NAPTR) 20
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Creating SRV Records for a Service

The SRV record provides information about the services available on the NetScaler appliance. An SRV record contains
the following information: name of the service and the protocol, domain name, TTL, DNS class, priority of the target,
weight of records with the same priority, port of the service, and host name of the service. The NetScaler chooses the
SRV record that has the lowest priority setting first. If a service has multiple SRV records with the same priority, clients
use the weight field to determine which host to use.

To add an SRV record by using the command line interface
At the command prompt, type the following commands to add an SRV record and verify the configuration:

o add dns srvRec <domain> <target> -priority <positive_integer> -weight <positive_integer> -port
<positive_integer> [-TTL <secs>]
o sh dns srvRec <domain>

Example

> add dns srvRec _http._tcp.exanpl e.com naneserverl.com-priority 1 -weight 1 -port 80
Done
> show dns srvRec _http._tcp. exanpl e.com
1) Domain Nanme : _http._tcp. exanpl e.com
Target Host : nanmeserverl.com
Priority : 1 Weight : 1
Port : 80 TTL : 3600 secs
Done
>

To modify or remove an SRV record by using the command line interface
o To modify an SRV record, type the set dns srvRec command, the name of the domain for which the SRV
record is configured, the name of the target host that hosts the associated service, and the parameters to be
changed, with their new values.

o To remove an SRV record, type the rm dns srvRec command, the name of the domain for which the SRV
record is configured, and the name of the target host that hosts the associated service.

To configure an SRV record by using the configuration utility

Navigate to Traffic Management > DNS > Records > SRV Records and create an SRV record.
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Creating AAAA Records for a Domain Name

An AAAA resource record stores a single IPv6 address.

To add an AAAA record by using the command line interface

At the command prompt, type the following commands to add an AAAA record and verify the configuration:

o add dns aaaaRec <hostName> <IPv6Address> ... [-TTL <secs>]
o show dns aaaaRec <hostName>

Example

> add dns aaaaRec www. exanpl e. com 2001: 0db8: 0000: 0000: 0000: 0000: 1428: 57ab
Done
> show dns aaaaRec www. exanpl e. com

1) Host Narme : www. exanpl e. com
Record Type : ADNS TTL : 5 secs
| PV6 Address : 2001:db8::1428:57ab
Done
>

To remove an AAAA record and all of the IPv6 addresses associated with the domain name, type the rm dns aaaaRec
command and the domain name for which the AAAA record is configured. To remove only a subset of the IPv6 addresses
associated with the domain name in an AAAA record, type the rm dns aaaaRec command, the domain name for which the
AAAA record is configured, and the IPv6 addresses that you want to remove.

To add an AAAA record by using the configuration utility

Navigate to Traffic Management > DNS > Records > AAAA Records and create an AAAA record.
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Creating Address Records for a Domain Name

Address (A) records are DNS records that map a domain name to an IPv4 address.

You cannot delete Address records for a host participating in global server load balancing (GSLB). However, the
NetScaler deletes Address records added for GSLB domains when you unbind the domain from a GSLB virtual server.
Only user-configured records can be deleted manually. You cannot delete a record for a host referenced by records
such as NS, MX, or CNAME.

To add an Address record by using the command line interface
At the command prompt, type the following commands to add an Address record and verify the configuration:

o add dns addRec <hostName> <IPAddress> [-TTL <secs>]
o show dns addRec <hostName>

Example

> add dns addRec ns.exanple.com 192.0.2.0

Done
> show dns addRec ns.exanpl e.com
1) Host Name : ns.exanple.com
Record Type : ADNS TTL : 5 secs
| P Address : 192.0.2.0
Done
>

To remove an Address record and all of the IP addresses associated with the domain name, type the rm dns addRec
command and the domain name for which the Address record is configured. To remove only a subset of the IP addresses
associated with the domain name in an Address record, type the rm dns addRec command, the domain name for which the
Address record is configured, and the IP addresses that you want to remove.

To add an Address record by using the configuration utility

Navigate to Traffic Management > DNS > Records > Address Records and create an Address record.
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Creating MX Records for a Mail Exchange Server

Mail Exchange (MX) records are used to direct email messages across the Internet. An MX record contains an MX
preference that specifies the MX server to be used. The MX preference values range from 0 through 65536. An MX
record contains a unique MX preference number. You can set the MX preference and the TTL values for an MX record.
When an email message is sent through the Internet, a mail transfer agent sends a DNS query requesting the MX
record for the domain name. This query returns a list of host names of mail exchange servers for the domain, along with

a preference number. If there are no MX records, the request is made for the Address record of that domain. A single
domain can have multiple mail exchange servers.

To add an MX record by using the command line interface
At the command prompt, type the following commands to add an MX record and verify the configuration:

o add dns mxRec <domain> -mx <string> -pref <positive_integer> [-TTL <secs>]
o show dns mxRec <domain>

Example

> add dns nxRec exanple.com-nx mail.exanmple.com-pref 1

Done
> show dns nxRec exanpl e.com
1) Domai n : exanpl e. com MX Narme : mail.exanpl e. com
Preference : 1 TTL : 5 secs
Done

>

To modify or remove an MX record by using the command line interface

o To modify an MX record, type the set dns mxRec command, the name of the domain for which the MX

record is configured, the name of the MX record, and the parameters to be changed, with their new values.
o To set the TTL parameter to its default value, type the unset dns mxRec command, the name of the domain

for which the MX record is configured, the name of the MX record, and - TTL without any TTL value. You

can use the unset dns mxRec command to unset only the TTL parameter.
o To remove an MX record, type the rm dns mxRec command, the name of the domain for which the MX
record is configured, and the name of the MX record.

To add an MX record by using the configuration utility

Navigate to Traffic Management > DNS > Records > Mail Exchange Records and create an MX record.
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Creating NS Records for an Authoritative Server

Name Server (NS) records specify the authoritative server for a domain. You can configure a maximum of 16 NS
records. You can use an NS record to delegate the control of a subdomain to a DNS server.

To create an NS record by using the command line interface
At the command prompt, type the following commands to create an NS record and verify the configuration:

o add dns nsRec <domain> <nameServer> [-TTL <secs>]
o show dns nsRec <domain>

Example

> add dns nsRec exanpl e. com naneserver 1. exanpl e. com

Done
> show dns nsRec exanpl e.com
1) Domain : exanpl e.com NaneServer : naneserverl. exanpl e.com
TTL : 5 sec
Done
>

To remove an NS record, type the rm dns nsRec command, the name of the domain to which the NS record belongs, and the
name of the name server.

To create an NS record by using the configuration utility

Navigate to Traffic Management > DNS > Records > Name Server Records and create an NS record.
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Creating CNAME Records for a Subdomain

A canonical name record (CNAME record) is an alias for a DNS name. These records are useful when multiple services
query the DNS server. The host that has an address (A) record cannot have a CNAME record.

In some cases, a NetScaler appliance in proxy mode requests an address record from the cache instead of the server.
To add a CNAME record by using the command line interface
At the command prompt, type the following commands to create a CNAME record and verify the configuration:

o add dns cnameRec <aliasName> <canonicalName> [-TTL <secs>]
o show dns chameRec <aliasName>

Example

> add dns cnanmeRec www. exanpl e. com www. exanpl enw. com

Done
> show dns cnaneRec www. exanpl e. com
Alias Nanme Canoni cal Name TTL
1) www. exanpl e. com www. exanpl enw. com 5 secs
Done
>

To remove a CNAME record for a given domain, type the rm dns cnameRec command and the alias of the domain name.

To add a CNAME record by using the configuration utility

Navigate to Traffic Management > DNS > Records > Canonical Records and create a CNAME record.

Caching of CNAME Records

Updated: 2015-05-26

NetScaler ADC when deployed in a proxy mode does not always send the query for an address record to the back-end
server. This happens when for a answer to a query for an address record, a partial CNAME chain is present in the cache.
There are few conditions in which the ADC caches the partial CNAME record and serves the query from the cache. Following
are the conditions:

o NetScaler should be deployed in a proxy mode

o The response from the back-end server should have a CNAME chain, for which the record type of last entry
in the answer section must be a CNAME and the question type not a CNAME

o The response from the back-end server cannot be a No-data or NX-Domain

o The response from the back-end server has to be a authoritative response
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Creating NAPTR Records for Telecommunications Domain

NAPTR (Naming Address Pointer) is one of the most commonly used DNS record in telecommunications domain.
NAPTR records map the Internet telephony address space to the Internet address space. They therefore enable a
mobile device to send a request to the correct server. The combination of NAPTR records with Service Records (SRV)
allows the chaining of multiple records to form complex rewrite rules that produce new domain labels or uniform
resource identifiers (URIs). The DNS code for NAPTR is 35.

NetScaler ADCs support NAPTR in two modes: ADNS mode and proxy mode. In proxy mode, the ADC caches the
response from the servers and uses the cached records to server future queries. A maximum of 20 NAPTR records can

be added for a particular domain in NetScaler. NetScaler caches the reply to a DNS NAPTR record query. Any
subsequent requests for the NAPTR record is served from the cache.

To create a NAPTR record by using command line interface

At the command prompt, type the following commands to add a NAPTR record and verify the configuration:

add dns naptrRec <order> <preference>[flags<string>][services<string>](regexp<expressions>|-replacement<string>)[-TTL
<secs>]

To remove a NAPTR record by using command line interface

rm dns naptrRec<domain> (<order> <preference> [-flags <string>] [-services <string>] (-regexp <expression> | -replacement
<string>) ) | -recordld <positive_integer>@

To configure a NAPTR record using configuration utility

Navigate to Traffic Management > DNS > Records > NAPTR Records and create an NAPTR record.
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Creating PTR Records for IPv4 and IPv6 Addresses

A pointer (PTR) record translates an IP address to its domain name. IPv4 PTR records are represented by the octets of
an IP address in reverse order with the string "in-addr.arpa." appended at the end. For example, the PTR record for the
IP address 1.2.3.4 is 4.3.2.1.in-addr.arpa.

IPv6 addresses are reverse mapped under the domain IP6.ARPA. IPv6 reverse-maps use a sequence of nibbles
separated by dots with the suffix ".IP6.ARPA" as defined in RFC 3596. For example, the reverse lookup domain name

corresponding to the address, 4321:0:1:2:3:4:567:89ab would be b.a.
9.8.7.6.5.0.4.0.0.0.3.0.0.0.2.0.0.0.1.0.0.0.0.0.0.0.1.2.3.4.IP6.ARPA.

To add a PTR record by using the command line interface
At the command prompt, type the following commands to add a PTR record and verify the configuration:

o add dns ptrRec <reverseDomain> <domain> [-TTL <secs>]
o show dns ptrRec <reverseDomain>

Example

> add dns ptrRec 0.2.0.192.in-addr.arpa exanpl e.com

Done
> show dns ptrRec 0.2.0.192.in-addr. arpa
1) Reverse Domain Name : 0.2.0.192.in-addr. arpa
Domai n Nane : exanpl e.com TTL : 3600 secs
Done
>

To remove a PTR record, type the rm dns ptrRec command and the reverse domain name associated with the PTR record

To add a PTR record by using the configuration utility

Navigate to Traffic Management > DNS > Records > PTR Records and create a PTR record.
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Creating SOA Records for Authoritative Information

A Start of Authority (SOA) record is created only at the zone apex and contains information about the zone. The record
includes, among other parameters, the primary name server, contact information (e-mail), and default (minimum) time-to-

live (TTL) values for records.
To create an SOA record by using the command line interface
At the command prompt, type the following commands to add an SOA record and verify the configuration:

o add dns soaRec <domain> -originServer <originServerName> -contact <contactName>
o sh dns soaRec <do main>

Example

> add dns soaRec exanpl e.com -ori gi nServer naneserver 1. exanpl e.com -contact adm n. exanpl e. co

Done
> show dns soaRec exanpl e.com
1) Domai n Nanme : exanpl e.com
Origin Server : naneserverl. exanpl e.com
Contact : adm n.exanpl e.com
Serial No. : 100 Refresh : 3600 secs Retry : 3 secs
Expire : 3600 secs M nimum: 5 secs TTL : 3600 secs
Done
>

To modify or remove an SOA record by using the command line interface

o To modify an SOA record, type the set dns soaRec command, the name of the domain for which the record

is configured, and the parameters to be changed, with their new values.

o To remove an SOA record, type the rm dns soaRec command and the name of the domain for which the

record is configured.

To configure an SOA record by using the configuration utility

Navigate to Traffic Management > DNS > Records > SOA Records and create an SOA record.
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Creating TXT Records for Holding Descriptive Text

Domain hosts store TXT records for informative purposes. A TXT recorda€™s RDATA component, which consists of
one or more character strings of variable length, can store practically any information that a recipient might need to
know about the domain, including information about the service provider, contact person, email addresses, and
associated details. SPF (Sender Policy Framework) protection has been the most prominent use case for the TXT
record.

All configuration types (authoritative DNS, DNS proxy, end resolver, and forwarder configurations) on the NetScaler
appliance support TXT records. You can add a maximum of 20 TXT resource records to a domain. Each resource
record is stored with a unique, internally generated record ID. You can view the ID of a record and use it to delete the
record. However, you cannot modify a TXT resource record.

To create a TXT resource record by using the command line interface
At the command prompt, type the following commands to create a TXT resource record and verify the configuration:

o add dns txtRec <domain> <string> ... [-TTL <secs>]
o show dns txtRec [<domain> | -type <type>]

Example

> add dns txtRec www. exanpl e.com "Contact: Mark" "Email: mark@xanpl e.comt -TTL 36000
Done
> show dns txt Rec www. exanpl e. com
1) Donmai n : ww. exanpl e. com Record id: 13783 TTL : 36000 secs
"Contact: Mark"
"Emai | : mar k@xanpl e. cont
Done

To remove a TXT resource record by using the command line interface
At the command prompt, type the following commands to remove a TXT resource record and verify the configuration:

o rm dns txtRec <domain> (<string> ... | -recordld <positive_integer>)
o show dns txtRec [<domain> | -type <type>]

Example

You can use the show dns txtRec command first to view the record ID of the TXT resource record that you want to
remove, as shown:

> show dns txt Rec www. exanpl e. com

1) Domai n : www. exanpl e. com Record id: 36865 TTL : 36000 secs
"Contact: Evan"
"Emai | : evan@xanpl e. conf

2) Domai n : www. exanpl e. com Record id: 14373 TTL : 36000 secs

"Contact: Mark"
"Emai |l : markl@xanpl e. cont
Done

The simpler method of deleting a TXT record is to use the record ID. If you want to provide the strings, enter them in the
order in which they are stored in the record. In the following example, the TXT record is deleted by using its record ID.

>rm dns txt Rec www. exanpl e. com -recordl D 36865

Done
> show dns txt Rec www. exanpl e. com
1) Domai n : www. exanpl e. com Record id: 14373 TTL : 36000 secs
"Contact: Mark"
"Emai | : markl@xanpl e. cont
Done

To configure a TXT record by using the configuration utility

Navigate to Traffic Management > DNS > Records > TXT Records and create a TXT record.
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Viewing DNS Statistics

You can view the DNS statistics generated by the CitrixA® NetScalerA® appliance. The DNS statistics include runtime,

configuration, and error statistics.

To view DNS records statistics by using the command line interface

At the command prompt, type:
stat dns

Example

> stat dns
DNS Statistics

Runtime Statistics
Dns queries

NS queri es

SOA queri es

Configuration Statistics
AAAA records

A records

MX records

Error Statistics
Nonexi st ent domai n
No AAAA records

No A records

Done
>

To view DNS records statistics by using the configuration utility

1. Navigate to Traffic Management > DNS.
2. In the details pane, click Statistics.
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Configuring a DNS Zone

A DNS zone entity on the CitrixA® NetScalerA® appliance facilitates the ownership of a domain on the appliance. A
zone on the appliance also enables you to implement DNS Security Extensions (DNSSEC) for the zone, or to offload
the zoned€™s DNSSEC operations from the DNS servers to the appliance. DNSSEC sign operations are performed on
all the resource records in a DNS zone. Therefore, if you want to sign a zone, or if you want to offload DNSSEC
operations for a zone, you must first create the zone on the NetScaler appliance.

You must create a DNS zone on the appliance in the following scenarios:

o The NetScaler appliance owns all the records in a zone, that is, the appliance is operating as the
authoritative DNS server for the zone. The zone must be created with the proxyMode parameter set to NO.

o The NetScaler appliance owns only a subset of the records in a zone, and all the other resource records in
the zone are hosted on a set of back-end name servers for which the appliance is configured as a DNS
proxy server. A typical configuration where the NetScaler appliance owns only a subset of the resource
records in the zone is a global server load balancing (GSLB) configuration. Only the GSLB domain names
are owned by the NetScaler appliance, while all the other records are owned by the back-end name servers.
The zone must be created with the proxyMode parameter set to YES.

o You want to offload DNSSEC operations for a zone from your authoritative DNS servers to the appliance.
The zone must be created with the proxyMode parameter set to YES. You might need to configure
additional settings for the zone.

The current topic describes how to create a zone for the first two scenarios. For more information about how to
configure a zone for offloading DNSSEC operations to the appliance, see Offloading DNSSEC Operations to the
NetScaler Appliance.

Note: If the NetScaler is operating as the authoritative DNS server for a zone, you must create Start of Authority (SOA) and
name server (NS) records for the zone before you create the zone. If the NetScaler is operating as the DNS proxy server for
a zone, SOA and NS records must not be created on the NetScaler appliance. For more information about creating SOA and
NS records, see Configuring DNS Resource Records.

When you create a zone, all existing domain names and resource records that end with the name of the zone are
automatically treated as a part of the zone. Additionally, any new resource records created with a suffix that matches
the name of the zone are implicitly included in the zone.

To create a DNS zone on the NetScaler appliance by using the command line
interface

At the command prompt, type the following command to add a DNS zone to the NetScaler appliance and verify the
configuration:

o add dns zone <zoneName> -proxyMode ( YES | NO)
o show dns zone [<zoneName> | -type <type>]

Example

> add dns zone exanpl e. com - proxyMde Yes
Done
> show dns zone exanpl e. com
Zone Name : exanpl e.com
Proxy Mode : YES
Done
>

To modify or remove a DNS zone by using the command line interface
o To modify a DNS zone, type the set dns zone command, the name of the DNS zone, and the parameters to

be changed, with their new values.
o To remove a DNS zone, type the rm dns zone command and the name of the dns zone.

To configure a DNS zone by using the configuration utility

Navigate to Traffic Management > DNS > Zones and create a DNS zone.
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Configuring the NetScaler as an ADNS Server

You can configure the CitrixA® NetScalerA® appliance to function as an authoritative domain name server (ADNS) for a
domain. As an ADNS server for a domain, the NetScaler resolves DNS requests for all types of DNS records that
belong to the domain. To configure the NetScaler to function as an ADNS server for a domain, you must create an
ADNS service and configure NS and Address records for the domain on the NetScaler. Normally, the ADNS service
uses the Mapped IP address (MIP). However, you can configure the ADNS service with any NetScaler-owned IP
address. The following topology diagram shows a sample configuration and the flow of requests and responses.

Figure 1. NetScaler as an ADNS

o, Citrix Metscaer
NSIP: 10.102.29.50
P 10.102.29.51

Serice: e ADKE 1

The following table shows the parameters that are configured for the ADNS service illustrated in the preceding topology
diagram.

Table 1. Example of ADNS Service Configuration

Entity type Name IP address Type Port

ADNS Service Service-ADNS-1 10.102.29.51 ADNS 53

To configure an ADNS setup, you must configure the ADNS service. For instructions on configuring the ADNS service,
see "Load Balancing".

During DNS resolution, the ADNS server directs the DNS proxy or local DNS server to query the NetScaler for the IP
address of the domain. Because the NetScaler is authoritative for the domain, it sends the IP address to the DNS proxy
or local DNS server. The following diagram describes the placement and role of the ADNS server in a GSLB
configuration.

Figure 2. GSLB Entity Model

Note: In ADNS mode, if you remove SOA and ADNS records, the following do not function for the domain hosted by the
NetScaler: ANY query (for more information about the ANY query, see DNS ANY Query), and negative responses, such as
NODATA and NXDOMAIN.

This document includes the following information:

o

Creating an ADNS Service

o

Configuring the ADNS Setup to Use TCP

o

Adding DNS Resource Records

o

Removing ADNS Services

o

Configuring Domain Delegation
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Creating an ADNS Service
Updated: 2014-11-14

An ADNS service is used for global service load balancing. For more information about creating a GSLB setup, see "
Global Server Load Balancing". You can add, modify, enable, disable, and remove an ADNS service. For instructions on
creating an ADNS service, see Configuring Services.

Note: You can configure the ADNS service to use MIP, SNIP, or any new IP address.

When you create an ADNS service, the NetScaler responds to DNS queries on the configured ADNS service IP and
port.

You can verify the configuration by viewing the properties of the ADNS service You can view properties such as name,
state, IP address, port, protocol, and maximum client connections.

Configuring the ADNS Setup to Use TCP
Updated: 2013-08-26

By default, some clients use the User Datagram Protocol (UDP) for DNS, which specifies a limit of 512 bytes for the
payload length of UDP packets. To handle payloads that exceed 512 bytes in size, the client must use the Transmission
Control Protocol (TCP). To enable DNS communications over TCP, you must configure the NetScaler appliance to use
the TCP protocol for DNS. The NetScaler then sets the truncation bit in the DNS response packets. The truncation bit
specifies that the response is too large for UDP and that the client must send the request over a TCP connection. The
client then uses the TCP protocol on port 53 and opens a new connection to the NetScaler. The NetScaler listens on
port 53 with the IP address of the ADNS service to accept the new TCP connections from the client.

To configure the NetScaler to use the TCP protocol, you must configure an ADNS_TCP service. For instructions on creating
an ADNS_TCP service, see "Load Balancing".

Important: To configure the NetScaler to use UDP for DNS and use TCP only when the payload length of UDP exceeds 512
bytes, you need to configure the ADNS and ADNS_TCP services. The IP address of the ADNS_TCP service must be same
as the IP address of the ADNS service.

Adding DNS Resource Records
Updated: 2013-08-26

After you create an ADNS service, you can add DNS records. For instructions on adding DNS records, see Configuring
DNS Resource Records.

Removing ADNS Services

Updated: 2013-08-27

For instructions on removing services, see Load Balancing.

Configuring Domain Delegation

Domain delegation is the process of assigning responsibility for a part of the domain space to another name server.
Therefore, during domain delegation, the responsibility for responding to the query is delegated to another DNS server.
Delegation uses NS records.

In the following example, subl.abc.com is the subdomain for abc.com. The procedure describes the steps to delegate
the subdomain to the name server ns2.subl.abc.com and add an Address record for ns2.subl.abc.com.

To configure domain delegation, you need to perform the following tasks, which are described in the sections that follow:

Create an SOA record for a domain.

Create an NS record to add a name server for the domain.
Create an Address record for the name server.

Create an NS record to delegate the subdomain.

Create a glue record for the name server.

aogbrwnE

Creating an SOA Record
For instructions on configuring SOA records, see Creating SOA Records for Authoritative Information.

Creating an NS Record for a Name Server
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For instructions on configuring an NS record, see Creating NS Records for an Authoritative Server. In the Name Server
drop-down list, select the primary authoritative name server, for example, ns1.abc.com.

Creating an Address Record

For instructions on configuring Address records, see Creating Address Records for a Domain Name. In the Host Name

and IP address text boxes, type the domain name for the DNS Address record and the IP address, for example, nsl.abc.

com and 10.102.11.135, respectively.
Creating an NS Record for Domain Delegation

For instructions on configuring NS records, see Creating NS Records for an Authoritative Server. In the Name Server
drop-down list, select the primary authoritative name server, for example, ns2.subl.abc.com.

Creating a Glue Record
NS records are usually defined immediately after the SOA record (but this is not a restriction.) A domain must have at
least two NS records. If an NS record is defined within a domain, it must have a matching Address record. This Address

record is referred to as a glue record. Glue records speed up DNS queries.

For instructions on adding glue records for a subdomain, see the procedure for adding an Address (A) record,
Configuring DNS Resource Records.

For instructions on configuring Address records, see Creating Address Records for a Domain Name. In Host Name and

IP address text boxes, type the domain name for the DNS Address record and the IP address, for example, ns2.subl.
abc.com and 10.102.12.135, respectively.
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Configuring the NetScaler as a DNS Proxy Server

As a DNS proxy server, the CitrixA® NetScalerA® appliance can function as a proxy for either a single DNS server or a
group of DNS servers. The flow of requests and responses is illustrated in the following sample topology diagram.

Figure 1. NetScaler as DNS proxy
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By default, the NetScaler appliance caches responses from DNS name servers. When the appliance receives a DNS
query, it checks for the queried domain in its cache. If the address for the queried domain is present in its cache, the
NetScaler returns the corresponding address to the client. Otherwise, it forwards the query to a DNS name server that
checks for the availability of the address and returns it to the NetScaler. The NetScaler then returns the address to the
client.

For requests for a domain that has been cached earlier, the NetScaler serves the Address record of the domain from
the cache without querying the configured DNS server.

The NetScaler discards a record stored in its cache when the time-to-live (TTL) value of the record reaches the
configured value. A client that requests an expired record has to wait until the NetScaler retrieves the record from the
server and updates its cache. To avoid this delay, the NetScaler proactively updates the cache by retrieving the record
from the server before the record expires.

The following table lists sample names and the values of the entities that need to be configured on the NetScaler.
Table 1. Example of DNS Proxy Entity Configuration

LB virtual server Vserver-DNS-1 10.102.29.40 DNS 53
Services Service-DNS-1 10.102.29.50 DNS 53
Service-DNS-2 10.102.29.51 DNS 53

The following diagram shows the entities of a DNS Proxy and the values of the parameters to be configured on the
NetScaler.

Figure 2. DNS Proxy Entity Model

Service-DNS-1
Client Requests
———————————.
Vserver-LB-1 Service-DNS-2

10.102.12.1

Note: To configure DNS proxy, you need to know how to configure load balancing services and virtual servers. For
information about configuring load balancing services and virtual servers, see "Load Balancing", and then configure DNS
proxy setup.

This document includes the following information:
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o

Creating a Load Balancing Virtual Server

o

Creating DNS Services

o

Binding a Load Balancing Virtual Server to DNS Services

o

Configuring the DNS Proxy Setup to Use TCP

o

Enabling Caching of DNS Records

o

Adding DNS Resource Records

o

Removing a Load Balancing DNS Virtual Server

o

Limiting the Number of Concurrent DNS Requests on a Client Connection

Creating a Load Balancing Virtual Server

Updated: 2014-12-29

To configure a DNS Proxy on the NetScaler ADC, configure a load balancing virtual server of type DNS. To configure a
DNS virtual server to load balance a set of DNS servers that support recursive queries, you must set the Recursion
Available option. With this option, the RA bit is set to ON in the DNS replies from the DNS virtual server.

For instructions on creating a load balancing virtual server, see "Load Balancing".

Creating DNS Services

Updated: 2013-08-26

After creating a load balancing virtual server of type DNS, you must create DNS services. You can add, modify, enable,
disable, and remove a DNS service. For instructions on creating a DNS service, see "Load Balancing".

Binding a Load Balancing Virtual Server to DNS Services
Updated: 2013-09-13

To complete the DNS Proxy configuration, you must bind the DNS services to the load balancing virtual server. For

instructions on binding a service to a load balancing virtual server, see ™.

Configuring the DNS Proxy Setup to Use TCP
Updated: 2013-08-26

Some clients use the User Datagram Protocol (UDP) for DNS communications. However, UDP specifies a maximum
packet size of 512 bytes. When payload lengths exceed 512 bytes, the client must use the Transmission Control
Protocol (TCP). When a client sends the CitrixA® NetScalerA® appliance a DNS query, the appliance forwards the
query to one of the name servers. If the response is too large for a UDP packet, the name server sets the truncation bit
in its response to the NetScaler. The truncation bit indicates that the response is too large for UDP and that the client
must send the query over a TCP connection. The NetScaler relays the response to the client with the truncation bit
intact and waits for the client to initiate a TCP connection with the IP address of the DNS load balancing virtual server,
on port 53. The client sends the request over a TCP connection. The NetScaler appliance then forwards the request to
the name server and relays the response to the client.

To configure the NetScaler to use the TCP protocol for DNS, you must configure a load balancing virtual server and
services, both of type DNS_TCP. You can configure monitors of type DNS_TCP to check the state of the services. For
instructions on creating DNS_TCP virtual servers, services, and monitors, see "Load Balancing."

For updating the records proactively, the NetScaler uses a TCP connection to the server to retrieve the records.

Important: To configure the NetScaler to use UDP for DNS and use TCP only when the payload length of UDP exceeds 512
bytes, you need to configure DNS and DNS_TCP services. The IP address of the DNS_TCP service must be same as that of

the DNS service.

Enabling Caching of DNS Records

Updated: 2013-08-27
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To complete the process of configuring a DNS proxy on the NetScaler, you must enable caching of DNS records. You
must also specify minimum and maximum time-to-live (TTL) values for the records that are cached. The TTL values are
measured in seconds.

To enable caching of DNS records by using the command line interface

At the command prompt, type the following commands to enable caching of DNS records and verify the configuration:

o set dns parameter -cacheRecords Yes
o show dns parameter

Example

> set dns paraneter -cacheRecords YES
Done
> show dns paranet er

Cache Records : YES

Done
>

To enable caching of DNS records by using the configuration utility

1. Navigate to Traffic Management > DNS.
2. In the details pane, under Settings, click Change DNS settings.
3. In the Configure DNS Parameters dialog box, select the Enable records caching check box, and then click OK.

Configuring Time-to-Live Values for DNS Entries

The TTL is the same for all DNS records with the same domain name and record type. If the TTL value is changed for
one of the records, the new value is reflected in all records of the same domain name and type. The default TTL value is
3600 seconds. The minimum is 0, and the maximum is 2147483647. If a DNS entry has a TTL value less than the
minimum or greater than the maximum, it is saved as the minimum or maximum TTL value, respectively.

To specify the minimum and/or maximum TTL by using the command line interface

At the NetScaler command prompt, type the following commands to specify the minimum and maximum TTL and verify
the configuration:

o set dns parameter [-minTTL <secs>] [-maxTTL <secs>]
o show dns parameter

Example

> set dns paraneter -m nTTL 1200 - maxTTL 1800
Done
> show dns paraneter
DNS par aneters:
DNS retries: 5
M ni mum TTL: 1200 Maxi mum TTL: 1800

Done
>

To specify the minimum and/or maximum TTL by using the configuration utility
1. Navigate to Traffic Management > DNS.
2. In the details pane, under Settings, click Change DNS settings.
3

. In the Configure DNS Parameters dialog box, in TTL, in the Minimum and Maximum text boxes, type the minimum anc
maximum time to live (in seconds), respectively, and then click OK.
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Note: When the TTL expires, the record is deleted from the cache. The NetScaler proactively contacts the servers and
obtains the DNS record just before the DNS record expires.

Flushing DNS Records

You can delete all DNS records present in the cache. For example, you might want to flush DNS records when a server
is restarted after modifications are made.

To delete all proxy records by using the command line interface

At the NetScaler command prompt, type:
flush dns proxyRecords

To delete all proxy records by using the configuration utility

1. Navigate to Traffic Management > DNS > Records > Address Records.
2. In the details pane, click Flush Proxy Records.

Adding DNS Resource Records
Updated: 2013-08-26

You can add DNS records to a domain for which the CitrixA® NetScalerA® appliance is configured as a DNS proxy
server. For information about adding DNS records, see Configuring DNS Resource Records.

Removing a Load Balancing DNS Virtual Server
Updated: 2013-08-27

For information about removing a load balancing virtual server, see Load Balancing.

Limiting the Number of Concurrent DNS Requests on a Client Connection
Updated: 2013-09-10

You can limit the number of concurrent DNS requests on a single client connection, which is identified by the
<clientip:port>-<vserver ip:port>tuple. Concurrent DNS requests are those requests that the NetScaler
appliance has forwarded to the name servers and for which the appliance is awaiting responses. Limiting the number of
concurrent requests on a client connection enables you to protect the name servers when a hostile client attempts a
Distributed Denial of Service (DDoS) attack by sending a flood of DNS requests. When the limit for a client connection is
reached, subsequent DNS requests on the connection are dropped till the outstanding request count goes below the
limit. This limit does not apply to the requests that the NetScaler appliance serves out of its cache.

The default value for this parameter is 255. This default value is sufficient in most scenarios. If the name servers serve a
large number of concurrent DNS requests under normal operating conditions, you can specify either a large value or a
value of zero (0). A value of 0 disables this feature and specifies that there is no limit to the number of DNS requests
that are allowed on a single client connection. This is a global parameter and applies to all the DNS virtual servers that
are configured on the NetScaler appliance.

To specify the maximum number of concurrent DNS requests allowed on a single client connection
by using the command line interface

At the command prompt, type the following commands to specify the maximum number of concurrent DNS requests
allowed on a single client connection and verify the configuration:

o set dns parameter -maxPipeline <positive_integer>
o show dns parameter

Example

> set dns paraneter -maxPipeline 1000
Done
> show dns paranet er

DNS paraneters:

DNS retries: 5

citrix.com 110


http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-tmg-dns-gen-wrapper-10-con/ns-tmg-dns-config-ns-resrc-rec-con.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10.html

Max DNS Pi pel i ne Requests: 1000
Done
>

To specify the maximum number of concurrent DNS requests allowed on a single client connection
by using the configuration utility

Navigate to Traffic Management > DNS.
In the details pane, click Change DNS settings.

In the Configure DNS Parameters dialog box, specify a value for Max DNS Pipeline Requests.
Click OK.

PwnE
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Configuring the NetScaler as an End Resolver

A resolver is a procedure that is invoked by an application program that translates a domain/host name to its resource
record. The resolver interacts with the LDNS, which looks up the domain name to obtain its IP address. The NetScaler
can provide end-to-end resolution for DNS queries.

In recursive resolution, the NetScaler appliance queries different name servers recursively to access the IP address of a
domain. When the NetScaler receives a DNS request, it checks its cache for the DNS record. If the record is not present
in the cache, it queries the root servers configured in the ns.conf file. The root name server reports back with the
address of a DNS server that has detailed information about the second-level domain. The process is repeated until the
required record is found.

When you start the NetScaler appliance for the first time, 13 root name servers are added to the ns.conf file. The NS
and Address records for the 13 root servers are also added. You can modify the ns.conf file, but the NetScaler does not
allow you to delete all 13 records; at least one name server entry is required for the appliance to perform name
resolution. The following diagram illustrates the process of name resolution.

Figure 1. Recursive Resolution

) Root Nameserver

-] .com Nameserver
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= s3.com Nameserver
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In the process shown in the diagram, when the name server receives a query for the address of s1.s2.s3.com, it first
checks the root name servers for s1.s2.s3.com. A root name server reports back with the address of the .com name
server. If the address of s1.s2.s3.com is found in the name server, it responds with a suitable IP address. Otherwise, it
queries other name servers for s3.com, then for s2.s3.com to retrieve the address of s1.s2.s3.com. In this way,
resolution always starts from root name servers and ends with the domaina€™s authoritative name server.

Note: For recursive resolution functionality, caching should be enabled.
This document includes the following information:

o Enabling Recursive Resolution

o Setting the Number of Retries

Enabling Recursive Resolution

Updated: 2013-08-27

To configure the NetScaler appliance to function as an end resolver, you must enable recursive resolution on the
appliance.

To enable recursive resolution by using the command line interface

At the command prompt, type the following commands to enable recursive resolution and verify the configuration:

o set dns parameter -recursion ENABLED
o show dns parameter

Example

> set dns paraneter -recursion ENABLED
Done
> show dns paraneter

DNS par aneters:
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Recur si ve Resol ui ion : ENABLED

Done
>

To enable recursive resolution by using the configuration utility
1. Navigate to Traffic Management > DNS.

2. In the details pane, under Settings, click Change DNS settings.
3. In the Configure DNS Parameters dialog box, select the Enable recursion check box, and then click OK.

Setting the Number of Retries
Updated: 2013-08-27

The NetScaler appliance can be configured to make a preconfigured number of attempts (called DNS retries) when it

does not receive a response from the server to which it sends a query. By default, the number of DNS retries is set to 5.

To set the number of DNS retries by using the command line interface

At the command prompt, type the following commands to set the number of retries and verify the configuration:

o set dns parameter -retries <positive_integer>
o show dns parameter

Example

> set DNS paraneter -retries 3
Done
> show dns par anet er

DNS par aneters:

DNS retries: 3

Done
>

To set the number of retries by using the configuration utility

1. Navigate to Traffic Management > DNS.
2. In the details pane, under Settings, click Change DNS settings.

3. In the Configure DNS Parameters dialog box, in the DNS Retries text box, type the DNS resolver request retry count,

and then click OK.
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Configuring the NetScaler as a Forwarder

A forwarder is a server that forwards DNS queries to DNS servers that are outside the forwarder servera€™s network.
Queries that cannot be resolved locally are forwarded to other DNS servers. A forwarder accumulates external DNS
information in its cache as it resolves DNS queries. To configure the NetScaler as a forwarder, you must add an
external name server (a name server other than the Citrix NetScaler appliance).

The NetScaler appliance allows you to add external name servers to which it can forward the name resolution queries
that cannot be resolved locally. To configure the NetScaler appliance as a forwarder, you must add the name servers to
which it should forward name resolution queries. You can specify the lookup priority to specify the name service that the
NetScaler appliance must use for name resolution.
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Adding a Name Server

You can create a name server by specifying its IP address or by configuring an existing virtual server as the name
server.

While adding name servers, you can provide an IP address or a virtual IP address (VIP). If you add an IP address, the
NetScaler load balances requests to the configured name servers in round robin method. If you add a VIP, you can
configure any load balancing method.

Example 1, which follows the command synopsis below, adds a local name server. Example 2 specifies the name of a
load balancing virtual server of service type DNS.

Note: To verify the configuration, you can also use the sh dns <recor dtype> <domai n>command. If the queried
records are not present in the cache, the resource records are fetched from the configured external name servers.

To add a name server by using the command line interface
At the command prompt, type the following commands to add a name server and verify the configuration:

o add dns nameServer ((<IP> [-local]) | <dnsVserverName>)
o show dns nameServer [<IP> | <dnsVserverName>]

Example 1

> add dns naneServer 10.102.9.20 -1l ocal

Done
> show dns nanmeServer 10.102.9. 20
1) 10.102.9.20: LOCAL - State: UP
Done
>
Example 2

> add dns naneServer dnsVirtual NS

Done

> show dns naneServer dnsVirtual NS

1) dnsVirtual NS - State: DOM
Done

>

To remove a name server by using the NetScaler command line, at the NetScaler command prompt, type the rm dns
nameServer command followed by the IP address of the name server.

To add a name server by using the configuration utility

Navigate to Traffic Management > DNS > Name Servers and create a name server.
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Setting DNS Lookup Priority

You can set the lookup priority to either DNS or WINS. This option is used in the SSL VPN mode of operation.

To set the lookup priority to DNS by using the command line interface
At the command prompt, type the following commands to set the lookup priority to DNS and verify the configuration:

o set dns parameter -nameLookupPriority (DNS | WINS)
o show dns parameter

Example

> set dns paraneter -naneLookupPriority DNS
Done
> show dns paraneter

Name | ookup prio.rity : DNS

Done
>

To set lookup priority to DNS by using the configuration utility

1. Navigate to Traffic Management > DNS.
2. In the details pane, under Settings, click Change DNS settings.
3. In the Configure DNS Parameters dialog box, under Name Lookup Priority, select DNS or WINS, and then click OK.

Note: If the DNS virtual server that you have configured is DOWN and if you set the -nameLookupPriority to DNS, the

NetScaler does not attempt WINS lookup. Therefore, if a DNS virtual server is not configured or is disabled, set the -
namelLookupPriority to WINS.
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Disabling and Enabling Name Servers

The following procedure describes the steps to enable or disable an existing name server.

To enable or disable a name server by using the command line interface
At the command prompt, type the following commands to enable or disable a name server and verify the configuration:

o (enable | disable) dns nameServer <IPAddress>
o show dns nameServer <IPAddress>

Example

> di sabl e dns naneServer 10.102.9.19

Done

> show dns naneServer 10.102.9.19

1) 10.102.9.19: LOCAL - State: OUT OF SERVI CE
Done

>

To enable or disable a name server by using the configuration utility

1. Navigate to Traffic Management > DNS > Name Servers.

2. In the details pane, select the name server that you want to enable or disable.

3. Click Enable or Disable. If a name server is enabled, the Disable option is available. If a name server is disabled, the
Enable option is available.
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Configuring DNS Suffixes

You can configure DNS suffixes that enable the NetScaler appliance to complete non-fully qualified domain names (non-
FQDNSs) during name resolution. For example, during the process of resolving the domain name abc (which is not fully
qualified), if a DNS suffix example.com is configured, the appliance appends the suffix to the domain name (abc.
example.com) and resolves it. If DNS suffixes are not configured, the appliance appends a period to the non-FQDNs
and resolves the domain name.

Creating DNS Suffixes

DNS suffixes have significance and are valid only when the NetScaler is configured as an end resolver or forwarder.
You can specify a suffix of up to 127 characters.

To create DNS suffixes by using the command line interface

At the command prompt, type the following commands to create a DNS suffix and verify the configuration:

o add dns suffix <dnsSuffix>
o show dns suffix <dnsSuffix>

Example

> add dns suffix exanple.com

Done
> show dns suffix exanple.com
1) Suf fix: exanple.com
Done
>

To remove a DNS suffix by using the NetScaler command line, at the NetScaler command prompt, type the rm dns suffix
command and the name of the DNS suffix.

To create DNS suffixes by using the configuration utility

Navigate to Traffic Management > DNS > DNS Suffix and create DNS suffixes.
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DNS ANY Query

An ANY query is a type of DNS query that retrieves all records available for a domain name. The ANY query must be
sent to a name server that is authoritative for a domain.

Behavior in ADNS Mode

In the ADNS mode, the NetScaler appliance returns the records held in its local cache. If there are no records in the
cache, the appliance returns the NXDOMAIN (negative) response.

If the NetScaler can match the domain delegation records, it returns the NS records. Otherwise, it returns the NS
records of the root domain.

Behavior in DNS Proxy Mode

In proxy mode, the NetScaler appliance checks its local cache. If there are no records in the cache, the appliance
passes the query to the server.

Behavior for GSLB Domains

Updated: 2013-08-26

If a GSLB domain is configured on the NetScaler appliance and an ANY query is sent for the GSLB domain (or GSLB
site domain), the appliance returns the IP address of the GSLB service that it selects through the Load Balancing
decision. If the multiple IP response (MIR) option is enabled, the IP addresses of all GSLB services are sent.

For the NetScaler to return these records when it responds to the ANY query, all records corresponding to a GSLB
domain must be configured on the NetScaler.

Note: If records for a domain are distributed between the NetScaler and a server, only records configured on the NetScaler

are returned.

The NetScaler provides the option to configure DNS views and DNS policies. These are used for performing global
server load balancing. For more information, see Global Server Load Balancing.
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Domain Name System Security Extensions

DNS Security Extensions (DNSSEC) is an Internet Engineering Task Force (IETF) standard that aims to provide data
integrity and data origin authentication in communications between name servers and clients while still transmitting User
Datagram Protocol (UDP) responses in clear text. DNSSEC specifies a mechanism that uses asymmetric key
cryptography and a set of new resource records that are specific to its implementation.

The DNSSEC specification is described in RFC 4033, &€ceDNS Security Introduction and Requirements,a€« RFC 4034,
a€ceResource Records for the DNS Security Extensions,a€+ and RFC 4035, &€ceProtocol Modifications for the DNS
Security Extensions.&€+ The operational aspects of implementing DNSSEC within DNS are discussed in RFC 4641,
a€0eDNSSEC Operational Practices.a€e

You can configure DNSSEC on the CitrixA® NetScalerA® ADC. You can generate and import keys for signing DNS
zones. You can configure DNSSEC for zones for which the NetScaler ADC is authoritative. You can configure the ADC
as a DNS proxy server for signed zones hosted on a farm of backend name servers. If the ADC is authoritative for a
subset of the records belonging to a zone for which the ADC is configured as a DNS proxy server, you can include the
subset of records in the DNSSEC implementation.
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Configuring DNSSEC

Configuring DNSSEC involves enabling DNSSEC on the CitrixA® NetScalerA® appliance, creating a Zone Signing Key
and a Key Signing Key for the zone, adding the two keys to the zone, and then signing the zone with the keys.

The NetScaler ADC does not act as a DNSSEC resolver. DNSSEC on the ADC is supported only in the following deployment
scenarios:

1. ADNSa€"NetScaler is the ADNS and generates the signatures itself.
2. Proxya€’NetScaler acts as a DNSSEC proxy. It is assumed that the NetScaler is placed in front of the ADNS/LDNS
servers in a trusted mode. The ADC acts only as a proxy caching entity and does not validate any signatures.

This document includes the following information:

o Enabling and Disabling DNSSEC

o

Creating DNS Keys for a Zone

o

Publishing a DNS Key in a Zone

o

Configuring a DNS Key

o

Signing and Unsigning a DNS Zone

o

Viewing the NSEC Records for a Given Record in a Zone

o

Removing a DNS Key

Enabling and Disabling DNSSEC

Updated: 2014-08-27

You must enable DNSSEC on the NetScaler ADC for the ADC to respond to DNSSEC-aware clients. By default,
DNSSEC is enabled.

You can disable the DNSSEC feature if you do not want the NetScaler ADC to respond to clients with DNSSEC-specific
information.

To enable or disable DNSSEC by using the command line interface

At the command prompt, type the following commands to enable or disable DNSSEC and verify the configuration:

o set dns parameter -dnssec ( ENABLED | DISABLED )
o show dns parameter

Example

> set dns paraneter -dnssec ENABLED
Done
> show dns paraneter

DNS par aneters:

DNS retries: 5

' DNSEC Ext ensi on: ENABLED
Max DNS Pi pel i ne Requests: 255
Done
>

To enable or disable DNSSEC by using the configuration utility
1. Navigate to Traffic Management > DNS.

2. In the details pane, click Change DNS settings.
3. In the Configure DNS Parameters dialog box, select or clear the Enable DNSSEC Extension check box.
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Creating DNS Keys for a Zone
Updated: 2014-10-29

For each DNS zone that you want to sign, you must create two pairs of asymmetric keys. One pair, called the Zone
Signing Key, is used to sign all the resource record sets in the zone. The second pair is called the Key Signing Key and
is used to sign only the DNSKEY resource records in the zone.

When the Zone Signing Key and Key Signing Key are created, the suffix .key is automatically appended to the names of
the public components of the keys and the suffix .private is automatically appended to the names of their private
components.

Additionally, the NetScaler ADC also creates a Delegation Signer (DS) record and appends the suffix .ds to the name of
the record. If the parent zone is a signed zone, you must publish the DS record in the parent zone to establish the chain
of trust.

When you create a key, the key is stored in the /nsconfig/dns/ directory, but it is not automatically published in the zone.
After you create a key by using the create dns key command, you must explicitly publish the key in the zone by using
the add dns key command. The process of generating a key has been separated from the process of publishing the key
in a zone to enable you to use alternative means to generate keys. For example, you can import keys generated by
other key-generation programs (such as bi nd- keygen) by using Secure File Transfer Protocol (SFTP) and then
publish the keys in the zone. For more information about publishing a key in a zone, see Publishing a DNS Key in a
Zone.

Perform the steps described in this topic to create a Zone Signing Key and then repeat the steps to create a Key
Signing Key. The example that follows the command syntax first creates a Zone Signing Key pair for the zone
exanpl e. com The example then uses the command to create a Key Signing Key pair for the zone.

To create a DNS key by using the command line interface

At the NetScaler command prompt, type the following command to create a DNS key:

create dns key -zoneName <string> -keyType <keyType> -algorithm RSASHA1 -keySize <positive_integer> -fileNamePrefix
<string>

Example

> create dns key -zoneNanme exanpl e.com -keyType zsk -al gorithm RSASHAL -keySi ze 1024 -fileNa
File Nane: /nsconfig/dns/exanple.com zsk.rsashal. 1024. key (public); /nsconfig/dns/exanple.co
This operation may take sone tinme, Please wait...

Done
> create dns key -zoneNane exanpl e.com - keyType ksk -al gorithm RSASHAL -keySi ze 4096 -fil eNa
Fil e Nane: /nsconfi g/ dns/ exanpl e.com ksk. rsashal. 4096. key (public); /nsconfig/dns/exanple.co
This operation may take sone tine, Please wait...

Done
>

To create a DNS key by using the configuration utility

1. Navigate to Traffic Management > DNS.

2. In the details area, click Create DNS Key and create a DNS key.
Note: For File Name Prefix, if you want to modify the file name prefix of an existing key, click the arrow next to the
Browse button, click either Local or Appliance (depending on whether the existing key is stored on your local compute
or in the /nsconfig/dns/ directory on the appliance), browse to the location of the key, and then double-click the key.
The File Name Prefix box is populated with only the prefix of the existing key. Modify the prefix accordingly.

Publishing a DNS Key in a Zone

Updated: 2014-10-29

A key (Zone Signing Key or Key Signing Key) is published in a zone by adding the key to the NetScaler ADC. A key
must be published in a zone before you sign the zone.

Before you publish a key in a zone, the key must be available in the /nsconfig/dns/ directory. Therefore, if you used
other means to generate the keya€”’means other than the create dns key command on the NetScaler ADC (for example,
by using the bi nd- keygen program on another computer)a€’make sure that the key is added to the /nsconfig/dns/
directory before you publish the key in the zone.
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If the key has been generated by another program, you can import the key to your local computer and use the
NetScaler configuration utility to add the key to the /nsconfig/dns/ directory. Or, you can use other means to import the
key to the directory, such as the Secure File Transfer Protocol (SFTP).

You must use the add dns key command for each public-private key pair that you want to publish in a given zone. If you
created a Zone Signing Key pair and a Key Signing Key pair for a zone, use the add dns key command to first publish
one of the key pairs in the zone and then repeat the command to publish the other key pair. For each key that you
publish in a zone, a DNSKEY resource record is created in the zone.

The example that follows the command syntax first publishes the Zone Signing Key pair (that was created for the
exanpl e. comzone) in the zone. The example then uses the command to publish the Key Signing Key pair in the zone.

To publish akey in a zone by using the command line interface

At the command prompt, type the following command to publish a key in a zone and verify the configuration:

o add dns key <keyName> <publickey> <privatekey> [-expires <positive_integer> [<units>]] [-notificationPerio
<positive_integer> [<units>]] [-TTL <secs>]
o show dns zone [<zoneName> | -type <type>]

Example

> add dns key exanpl e.com zsk exanpl e.com zsk. rsashal. 1024. key exanpl e. com zsk. rsashal. 1024.
Done
> add dns key exanpl e.com ksk exanpl e. com ksk. rsashal. 4096. key exanpl e. com ksk. rsashal. 4096.
Done
> show dns zone exanpl e. com
Zone Nanme : exanpl e.com
Proxy Mode : NO
Dormai n Nanme : exanpl e. com
Record Types : NS SOA DNSKEY
Dormei n Nanme : nsl. exanple.com
Record Types : A
Dormei n Nanme : ns2. exanpl e. com
Record Types : A
Done
>

To publish a key in a DNS zone by using the NetScaler configuration utility
Navigate to Traffic Management > DNS > Keys.

Note: For Public Key and Private Key, to add a key that is stored on your local computer, click the arrow next to the Browse
button, click Local, browse to the location of the key, and then double-click the key.

Configuring a DNS Key

Updated: 2014-08-27

You can configure the parameters of a key that has been published in a zone. You can modify the keya€™s expiry time
period, notification period, and time-to-live (TTL) parameters. If you change the expiry time period of a key, the
NetScaler ADC automatically re-signs all the resource records in the zone with the key, provided that the zone is
currently signed with the particular key.

To configure a key by using the command line interface

At the command prompt, type the following command to configure a key and verify the configuration:

o set dns key <keyName> [-expires <positive_integer> [<units>]] [-notificationPeriod <positive_integer>
[<units>]] [-TTL <secs>]
o show dns key [<keyName>]

Example

> set dns key exanple.com ksk -expires 30 DAYS -notificationPeriod 3 DAYS -TTL 3600
Done

> show dns key exanpl e. com ksk

1) Key Nanme: exanpl e.com ksk
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Expi res: 30 DAYS Notification: 3 DAYS TTL: 3600
Public Key File: exanple.com ksk.rsashal. 4096. key
Private Key File: exanple.com ksk.rsashal. 4096. pri vate
Done
>

To configure a key by using the configuration utility

1. Navigate to Traffic Management > DNS > Keys.
2. In the details pane, click the key that you want to configure, and then click Open.

3. In the Configure DNS Key dialog box, modify the values of the following parameters as shown:

o Expiresé€’expires
o Notification Perioda€"notificationPeriod
o TTLa€"TTL

4. Click OK.

Signing and Unsigning a DNS Zone

Updated: 2014-08-27

To secure a DNS zone, you must sign the zone with the keys that have been published in the zone. When you sign a
zone, the NetScaler ADC creates a Next Secure (NSEC) resource record for each owner name. Then, it uses the Key
Signing Key to sign the DNSKEY resource record set. Finally, it uses the Zone Signing Key to sign all the resource
record sets in the zone, including the DNSKEY resource record sets and NSEC resource record sets. Each sign
operation results in a signature for the resource record sets in the zone. The signature is captured in a new resource

record called the RRSIG resource record.
After you sign a zone, you must save the configuration.
To sign a zone by using the command line interface

At the command prompt, type the following command to sign a zone and verify the configuration:

o sign dns zone <zoneName> [-keyName <string> ...]
o show dns zone [<zoneName> | -type (ADNS | PROXY | ALL)]
o save config

Example

> sign dns zone exanpl e.com -keyNane exanpl e. com zsk exanpl e. com ksk
Done
> show dns zone exanpl e. com
Zone Name : exanpl e.com
Proxy Mode : NO
Domai n Nane : exanpl e.com
Record Types : NS SOA DNSKEY RRSI G NSEC
Domai n Nanme : nsl.exanple.com
Record Types : A RRSI G NSEC
Domai n Nanme : ns2.exanpl e.com
Record Types : A RRSIG
Dormei n Name : ns2.exanpl e.com
Record Types : RRSI G NSEC
Done
> save config
Done
>
save config

To unsign a zone by using the command line interface

At the command prompt, type the following command to unsign a zone and verify the configuration:

o unsign dns zone <zoneName> [-keyName <string> ...]
o show dns zone [<zoneName> | -type (ADNS | PROXY | ALL)]

Example

citrix.com
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> unsi gn dns zone exanpl e. com - keyNanme exanpl e. com zsk exanpl e. com ksk
Done
> show dns zone exanpl e. com
Zone Nane : exanpl e.com
Proxy Mdde : NO
Domai n Nanme : exanpl e.com
Record Types : NS SCA DNSKEY
Dormai n Nanme : nsl.exanpl e.com
Record Types : A
Dormai n Name : ns2. exanpl e. com
Record Types : A
Done

To sign or unsign a zone by using the configuration utility

1. Navigate to Traffic Management > DNS > Zones.
2. In the details pane, click the zone that you want to sign, and then click Sign/Unsign.
3. In the Sign/Unsign DNS Zone dialog box, do one of the following:
o To sign the zone, select the check boxes for the keys (Zone Signing Key and Key Signing Key) with
which you want to sign the zone.

You can sign the zone with more than one Zone Signing Key or Key Signing Key pair.

o To unsign the zone, clear the check boxes for the keys (Zone Signing Key and Key Signing Key) with
which you want to unsign the zone.

You can unsign the zone with more than one Zone Signing Key or Key Signing Key pair.
4. Click OK.

Viewing the NSEC Records for a Given Record in a Zone

Updated: 2014-08-27

You can view the NSEC records that the NetScaler ADC automatically creates for each owner name in the zone.
To view the NSEC record for a given record in a zone by using the command line interface

At the command prompt, type the following command to view the NSEC record for a given record in a zone:
show dns nsecRec [<hostName> | -type (ADNS | PROXY | ALL)]

Example

> show dns nsecRec exanpl e.com
1) Domai n Nanme : exanpl e.com
Next Nsec Nane: nsl.exanple.com
Record Types : NS SOA DNSKEY RRSI G NSEC
Done
>

To view the NSEC record for given record in a zone by using the configuration utility
1. Navigate to Traffic Management > DNS > Records > Next Secure Records.

2. In the details pane, click the name of the record for which you want to view the NSEC record. The NSEC record for
the record you select is displayed in the Details area.

Removing a DNS Key

Updated: 2014-08-27

You remove a key from the zone in which it is published when the key has expired or if the key has been compromised.
When you remove a key from the zone, the zone is automatically unsigned with the key. Removing the key with this
command does not remove the key files present in the /nsconfig/dns/ directory. If the key files are no longer needed,

they have to be explicitly removed from the directory.

To remove a key from the NetScaler ADC by using the command line interface
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At the command prompt, type the following command to remove a key and verify the configuration:

o rm dns key <keyName>
o show dns key <keyName>

Example

> rm dns key exanpl e.com zsk
Done
> show dns key exanpl e. com zsk

ERROR: No such resource [ keyNanme, exanple.com zsk]
>

To remove a key from the NetScaler ADC by using the configuration utility

1. Navigate to Traffic Management > DNS > Keys.
2. In the details pane, click the name of the key that you want to remove from the ADC, and then click Remove.
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Configuring DNSSEC When the NetScaler ADC is Authoritative for a Zone

When the CitrixA® NetScalerA® ADC is authoritative for a given zone, all the resource records in the zone are
configured on the ADC. To sign the authoritative zone, you must create keys (the Zone Signing Key and the Key
Signing Key) for the zone, add the keys to the ADC, and then sign the zone, as described in Creating DNS Keys for a
Zone, Publishing a DNS Key in a Zone, and Signing and Unsigning a DNS Zone, respectively.

If any global server load balancing (GSLB) domains configured on the ADC belong to the zone being signed, the GSLB
domain names are signed along with the other records that belong to the zone.

After you sign a zone, responses to requests from DNSSEC-aware clients include the RRSIG resource records along
with the requested resource records. DNSSEC must be enabled on the ADC. For more information about enabling
DNSSEC, see Enabling and Disabling DNSSEC.

Finally, after you configure DNSSEC for the authoritative zone, you must save the NetScaler configuration.
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Configuring DNSSEC for a Zone for Which the NetScaler ADC Is a DNS Proxy
Server

The procedure for signing a zone for which the CitrixA® NetScalerA® ADC is configured as a DNS proxy server
depends on whether or not the ADC owns a subset of the zone information owned by the backend name servers. If it
does, the configuration is considered a partial zone ownership configuration. If the ADC does not own a subset of the
zone information, the NetScaler configuration for managing the backend servers is considered a zone-less DNS proxy
server configuration. The basic DNSSEC configuration tasks for both NetScaler configurations are the same. However,
signing the partial zone on the NetScaler ADC requires some additional configuration steps.

Note: The terms zone-less proxy server configuration and partial zone are used only in the context of the NetScaler
appliance.

Important: When configured in proxy mode, the ADC does not perform signature verification on DNSSEC responses before
updating the cache.

If you configure the ADC as a DNS proxy to load balance DNSSEC aware resolvers (servers), you must set the
Recursion Available option while configuring the DNS virtual server. If a DNSSEC query arrives with Checking Disabled
(CD) bit set, the query is passed on to the server with the CD bit retained, and the response from the server is not
cached. In releases prior to 10.5.e build xx.x, the ADC unset the CD bit before passing it to the server and also cached
the server response.

This document includes the following information:
o Configuring DNSSEC for a Zone-Less DNS Proxy Server Configuration

o Configuring DNSSEC for a Partial Zone Ownership Configuration

Configuring DNSSEC for a Zone-Less DNS Proxy Server Configuration
Updated: 2014-08-27

For a zone-less DNS proxy server configuration, zone signing must be performed on the backend name servers. On the
NetScaler ADC, you configure the ADC as a DNS proxy server for the zone. You create a load balancing virtual server
of protocol type DNS, configure services on the ADC to represent the name servers, and then bind the services to the
load balancing virtual server. For more information about these configuration tasks, see Configuring the NetScaler as a
DNS Proxy Server.

When a client sends the ADC a DNS request with the DNSSEC OK (DO) bit set, the ADC checks its cache for the
requested information. If the resource records are not available in its cache, the ADC forwards the request to one of the
DNS name servers, and then relays the response from the name server to the client. Additionally, the ADC caches the
RRSIG resource records along with the response from the name server. Subsequent requests from DNSSEC-aware
clients are served from the cache (including the RRSIG resource records), subject to the time-to-live (TTL) parameter. If
a client sends a DNS request without setting the DO bit, the ADC responds with only the requested resource records,
and does not include the RRSIG resource records that are specific to DNSSEC.

Configuring DNSSEC for a Partial Zone Ownership Configuration

Updated: 2014-08-27

In some NetScaler configurations, even though the authority for a zone lies with the backend name servers, a subset of
the resource records that belong to the zone might be configured on the NetScaler ADC. The ADC owns (or is
authoritative for) only this subset of records. Such a subset of records can be considered to constitute a partial zone on
the ADC. The ADC owns the partial zone. All other records are owned by the backend name servers.

A typical partial zone configuration on the NetScaler ADC is seen when global server load balancing (GSLB) domains
are configured on the ADC, and the GSLB domains are a part of a zone for which the backend name servers are
authoritative.

Signing a zone that includes only a partial zone on the ADC involves including the partial zone information in the
backend name server zone files, signing the zone on the backend name servers, and then signing the partial zone on
the ADC. The same key set must be used to sign the zone on the name servers and the partial zone on the ADC.

To sign the zone on the backend name servers

1. Include the resource records that are contained in the partial zone, in the zone files of the name servers.
2. Create keys and use the keys to sign the zone on the backend name servers.

To sign the partial zone on the NetScaler ADC
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1. Create a zone with the name of the zone that is owned by the backend name servers. When configuring the partial
zone, set the proxyMode parameter to YES. This zone is the partial zone that contains the resource records owned by
the ADC.

For example, if the name of the zone that is configured on the backend name servers is example.com, you must
create a zone named example.com on the ADC, with the proxyMode parameter set to YES. For more
information about adding a zone, see Configuring a DNS Zone.

Note: Do not add SOA and NS records for the zone. These records should not exist on the ADC for a zone for which
the ADC is not authoritative.

2. Import the keys (from one of the backend name servers) to the ADC and then add them to the /nsconfig/dns/ directory
For more information about how you can import a key and add it to the ADC, see Publishing a DNS Key in a Zone.

3. Sign the partial zone with the imported keys. When you sign the partial zone with the keys, the ADC generates RRSIC
and NSEC records for the resource record sets and individual resource records in the partial zone, respectively. For
more information about signing a zone, see Signing and Unsigning a DNS Zone.
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Configuring DNSSEC for GSLB Domain Names

If global server load balancing (GSLB) is configured on the CitrixA® NetScalerA® ADC and the ADC is authoritative for
the zone to which the GSLB domain names belong, all GLSB domain names are signed when the zone is signed. For
more information about signing a zone for which the ADC is authoritative, see Configuring DNSSEC When the
NetScaler Appliance Is Authoritative for a Zone.

If the GSLB domains belong to a zone for which the backend name servers are authoritative, you must first sign the

zone on the name servers, and then sign the partial zone on the ADC to complete the DNSSEC configuration for the
zone. For more information, see Configuring DNSSEC for a Partial Zone Ownership Configuration.
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Zone Maintenance

From a DNSSEC perspective, zone maintenance involves rolling over Zone Signing Keys and Key Signing Keys when
key expiry is imminent. These zone maintenance tasks have to be performed manually. The process of re-signing a
zone is performed automatically and does not require manual intervention.

This document includes the following information:
o Re-Signing an Updated Zone

o Rolling Over DNSSEC Keys

Re-Signing an Updated Zone
Updated: 2014-08-27

When a zone is updated, that is, when new records are added to the zone or existing records are changed, the process
of re-signing the new (or modified) record is performed automatically by the CitrixA® NetScalerA® ADC. If a zone
contains multiple Zone Signing Keys, the ADC re-signs the new (or modified) record with the key with which the zone is
signed at the point in time when the re-signing is to be performed.

Rolling Over DNSSEC Keys
Updated: 2014-08-27

On the NetScaler ADC, you can use the pre-publish and double signature methods to perform a rollover of the Zone
Signing Key and Key Signing Key. More information about these two rollover methods is available in RFC 4641, a€ce
DNSSEC Operational Practices.a€.

The following topics map commands on the ADC to the steps in the rollover procedures discussed in RFC 4641.

The key expiry notification is sent through an SNMP trap called dnskeyExpiry. Three MIB variables, dnskeyName,
dnskeyTimeToExpire, and dnskeyUnitsOfExpiry are sent along with the dnskeyExpiry SNMP trap. For more information,
see Citrix NetScaler SNMP OID Reference at .

Pre-Publish Key Rollover

RFC 4641, 4€0eDNSSEC Operational Practicesé€e defines four stages for the pre-publish key rollover method: initial,
new DNSKEY, new RRSIGs, and DNSKEY removal. Each stage is associated with a set of tasks that you must perform
on the ADC. Following are the descriptions of each stage and the tasks that you must perform. The rollover procedure
described here can be used for both Key Signing Keys and Zone Signing Keys.

o Stage 1: Initial. The zone contains only those key sets with which the zone has currently been signed. The
state of the zone in the initial stage is the state of the zone just before you begin the key rollover process.

Example

Consider the key, exanpl e. com zsk1, with which the zone exanpl e. comis currently signed. The
zone contains only those RRSIGs that were generated by the exanpl e. com zsk1 key, which is due
for expiry. The Key Signing Key is exanpl e. com ksk1.

o Stage 2: New DNSKEY. A new key is created and published in the zone (that is, the key is added to the
ADC), but the zone is not signed with the new key until the pre-roll phase is complete. In this stage, the zone
contains the old key, the new key, and the RRSIGs generated by the old key. Publishing the new key for the
complete duration of the pre-roll phase gives the DNSKEY resource record (that corresponds to the new
key) enough time to propagate to the secondary name servers.

Example

A new key exanpl e. com zsk2 is added to the exanpl e. comzone. The zone is not signed with
exanpl e. com zsk2 until the pre-roll phase is complete. The example.com zone contains DNSKEY
resource records for both exanpl e. com zsk1 and exanpl e. com zsk2.

NetScaler commands

Perform the following tasks on the ADC:
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Create a new DNS key by using the create dns key command.

For more information about creating a DNS key, including an example, see Creating DNS Keys for
a Zone.

Publish the new DNS key in the zone by using the add dns key command.

For more information about publishing the key in the zone, including an example, see Publishing a
DNS Key in a Zone.

o Stage 3: New RRSIGs. The zone is signed with the new DNS key and then unsigned with the old DNS key.

The old DNS key is not removed from the zone and remains published until the RRSIGs that were
generated by the old key expire.

Example

The zone is signed with exanpl e. com zsk2 and then unsigned with exanpl e. com zsk1. The zone
continues to publish exanmpl e. com zsk1 until the RRSIGs that were generated by exanpl e. com
zsk1 expire.

NetScaler commands

Perform the following tasks on the ADC:
Sign the zone with the new DNS key by using the sign dns zone command.
Unsign the zone with the old DNS key by using the unsign dns zone command.

For more information about signing and unsigning a zone, including examples, see Signing and
Unsigning a DNS Zone.

o Stage 4: DNSKEY Removal. When the RRSIGs that were generated by the old DNS key expire, the old
DNS key is removed from the zone.

Example
The old DNS key exanpl e. com zsk1 is removed from the exanpl e. comzone.
NetScaler commands

On the ADC, you remove the old DNS key by using the rm dns key command. For more information
about removing a key from a zone, including an example, see Removing a DNS Key.

Double Signature Key Rollover

RFC 4641, &€eDNSSEC Operational Practicesé€e defines three stages for double signature key rollover: initial, new
DNSKEY, and DNSKEY removal. Each stage is associated with a set of tasks that you must perform on the ADC.
Following are the descriptions of each stage and the tasks that you must perform. The rollover procedure described
here can be used for both Key Signing Keys and Zone Signing Keys.

o Stage 1: Initial. The zone contains only those key sets with which the zone has currently been signed. The
state of the zone in the initial stage is the state of the zone just before you begin the key rollover process.

Example
Consider the key, exanpl e. com zsk1, with which the zone exanpl e. comis currently signed. The

zone contains only those RRSIGs that were generated by the exanpl e. com zsk1 key, which is due
for expiry. The Key Signing Key is exanpl e. com ksk1.

o Stage 2: New DNSKEY. The new key is published in the zone and the zone is signed with the new key. The
zone contains the RRSIGs that are generated by the old and the new keys. The minimum duration for which

the zone must contain both sets of RRSIGs is the time required for all the RRSIGs to expire.
Example

A new key exanpl e. com zsk2 is added to the exanpl e. comzone. The zone is signed with
exanpl e. com zsk2. The exanpl e. comzone now contains the RRSIGs generated from both keys.

NetScaler commands
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Perform the following tasks on the ADC:

o Stage 3: DNSKEY Removal. When the RRSIGs that were generated by the old DNS key expire, the old

Create a new DNS key by using the create dns key command.

For more information about creating a DNS key, including an example, see Creating DNS Keys for
a Zone.

Publish the new key in the zone by using the add dns key command.

For more information about publishing the key in the zone, including an example, see Publishing a
DNS Key in a Zone.

Sign the zone with the new key by using the sign dns zone command.

For more information about signing a zone, including examples, see Signing and Unsigning a DNS
Zone.

DNS key is removed from the zone.

Example

The old DNS key exanpl e. com zsk1 is removed from the exanpl e. comzone.

NetScaler commands

On

the ADC, you remove the old DNS key by using the rm dns key command.

For more information about removing a key from a zone, including an example, see Removing a DNS
Key.
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Offloading DNSSEC Operations to the NetScaler ADC

For DNS zones for which your DNS servers are authoritative, you can offload DNSSEC operations to the NetScaler ADC. In ¢
DNSSEC offloading deployment, a DNS server sends unsigned responses. The ADC signs the response on the fly before
relaying it to the client. The ADC also caches the signed response. Apart from reducing the load on the DNS servers,
offloading DNSSEC operations to the ADC gives you the following benefits:

o You can sign records that the DNS servers generate programmatically. Such records cannot be signed by
routine zone signing operations performed on the DNS servers.
o You can serve signed responses to clients even if you have not implemented DNSSEC on your servers.

For setting up DNSSEC offloading, you must configure a DNS load balancing virtual server, configure services that
represent the DNS servers, and then bind the services to the virtual server. For information about configuring a DNS
load balancing virtual server, configuring services, and binding the services to the virtual server, see Configuring a DNS
Zone.

You must create a zone entity on the ADC for each DNS zone whose DNSSEC operations you want to offload. For
each DNS zone, you must enable the Proxy Mode and DNSSEC Offload parameters. You can optionally configure
NSEC record generation for an offloaded zone. To create a DNS zone entity for DNSSEC offloading, follow the
instructions in this topic.

To complete the configuration, you must generate DNS keys for the zone, add the keys to the zone, and then sign the
zone with the keys. This process is the same as for normal DNSSEC. For information about creating keys, adding keys
to a zone, and signing the zone, see Domain Name System Security Extensions.

After you configure DNS offloading, you must flush the DNS cache on the ADC. Flushing the DNS cache ensures that
any unsigned records in the cache are removed and subsequently replaced by signed records. For information about
flushing the DNS cache, see Enabling Caching of DNS Records.

Note: DNSSEC offloading is supported on all NetScaler MPX platforms, except the NetScaler MPX 9700/10500/12500/1550C
FIPS platform. The feature is also supported on NetScaler virtual appliances hosted on NetScaler SDX platforms.

To enable DNSSEC offloading for a zone by using the command line interface

At the command line, type the following commands to enable DNSSEC offloading for a zone and verify the
configuration:

o add dns zone <zoneName> -proxyMode YES -dnssecOffload ENABLED [-nsec ( ENABLED | DISABLED )
o show dns zone

Example

> add dns zone exanpl e. com - proxyMdde YES -dnssecOf fl oad ENABLED nsec ENABLED
Done
> show dns zone exanpl e.com
Zone Nanme : exanpl e.com
Proxy Mode : YES
DNSSEC O f | oad: ENABLED NSEC:. ENABLED
Done
>

To enable DNSSEC offloading for a zone by using the configuration utility

1. Navigate to Traffic Management > DNS > Zones.
2. In the details pane, do one of the following:
o To create a zone on the ADC, click Add.
o To configure DNSSEC offloading for an existing zone, double-click the zone.
3. In the Create DNS Zone or Configure DNS Zone dialog box, select the Proxy Mode and DNSSEC Offload check
boxes.
4. Optionally, if you want the ADC to generate NSEC records for the zone, select the NSEC check box.

citrix.com 134


http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-tmg-dns-gen-wrapper-10-con/ns-tmg-dns-crt-zone-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-tmg-dns-gen-wrapper-10-con/ns-tmg-dns-crt-zone-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-tmg-dns-gen-wrapper-10-con/ns-tmg-dns-crt-zone-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-tmg-dns-gen-wrapper-10-con/ns-tmg-dnssec-on-ns-con.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-tmg-dns-gen-wrapper-10-con/ns-tmg-dns-config-ns-prxy-srvr-con.html

DataStream

The NetScaler DataStream feature provides an intelligent mechanism for request switching at the database layer by
distributing requests based on the SQL query being sent.

When deployed in front of database servers, a NetScaler ensures optimal distribution of traffic from the application
servers and Web servers. Administrators can segment traffic according to information in the SQL query and on the basis
of database names, usernames, character sets, and packet size.

You can either configure load balancing to switch requests based on load balancing algorithms or elaborate the
switching criteria by configuring content switching to make a decision based on an SQL query parameters. You can
further configure monitors to track the state of database servers.

Note: NetScaler DataStream is supported only for MySQL and MS SQL databases. For information about the supported
protocol version, character sets, special queries, and transactions, see DataStream Reference.

How NetScaler DataStream Works
Updated: 2013-09-18

In DataStream, the NetScaler is placed in-line between the application and/or Web servers and the database servers.
On the NetScaler appliance, the database servers are represented by services.

A typical DataStream deployment consists of the entities described in the following diagram.
Figure 1. DataStream Entity Model
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As shown in this figure, a DataStream configuration can consist of an optional content switching virtual server (CS), a
load balancing setup consisting of load balancing virtual servers (LB1 and LB2) and services (Svcl, Svc2, Svc3, and
Svc4), and content switching policies (optional).

The clients (application or Web servers) send requests to the IP address of a content switching virtual server (CS)
configured on the NetScaler appliance. The NetScaler, then, authenticates the clients using the database user
credentials configured on the NetScaler appliance. The content switching virtual server (CS) applies the associated
content switching policies to the requests. After evaluating the policies, the content switching virtual server (CS) routes
the requests to the appropriate load balancing virtual server (LB1 or LB2), which, then, distributes the requests to the
appropriate database servers (represented by services on the NetScaler) based on the load balancing algorithm. The
NetScaler uses the same database user credentials to authenticate the connection with the database server.

If a content switching virtual server is not configured on the NetScaler, the clients (application or Web servers) send
their requests to the IP address of a load balancing virtual server configured on the NetScaler appliance. The NetScaler
authenticates the client by using the database user credentials configured on the NetScaler appliance, and then uses
the same credentials to authenticate the connection with the database server. The load balancing virtual server
distributes the requests to the database servers according to the load balancing algorithm. The most effective load
balancing algorithm for database switching is the least connection method.

DataStream uses connection multiplexing to enable multiple client-side requests to be made over the same server-side
connection. The following connection properties are considered:

o User name

o Database name
o Packet size

o Character set
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Configuring Database Users

In databases, a connection is always stateful, which means that as soon as a connection is established, it must be
authenticated.

You need to configure your database user name and password on the NetScaler ADC. For example, if you have a user John
configured on the database, you need to configure the user John on the ADC too. When you add the database user names

and passwords on the ADC, these are added to the nsconfig file.
Note: Names are case sensitive.

The ADC uses these user credentials to authenticate the clients, and then authenticate the server connections with the
database servers.

To add a database user by using the command line interface

At the command prompt, type
add db user <username> - password <password>

Example

> add db user nsdbuser -password dd260427edf

To add a database user by using the configuration utility

Navigate to System > User Administration > Database Users, and configure a database user.

If you have changed the password of the database user on the database server, you must reset the password of the
corresponding user configured on the NetScaler.

To add a database user by using the configuration utility

Navigate to System > User Administration > Database Users, select a user, and enter new values for the password.

If you have changed the password of the database user on the database server, you must reset the password of the
corresponding user configured on the NetScaler.

To reset the password of a database user by using the command line
interface

At the command prompt, type
set db user <username> -password <password>

Example

> set db user nsdbuser -password dd260538abs

To reset the password of database users by using the configuration utility

Navigate to System > User Administration > Database Users, select a user, and enter new values for the password.
If a database user no longer exists on the database server, you can remove the user from the NetScaler. However, if
the user continues to exist on the database server and you remove the user from the NetScaler, any request from the
client with this user name does not get authenticated, and therefore, does not get routed to the database server.

To remove a database user by using the command line interface

At the command prompt, type
rm db user <username>

Example
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> rmdb user nsdbuser

To remove a database user by using the configuration utility

Navigate to System > User Administration > Database Users, select a user, and click Delete.
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Configuring a Database Profile

A database profile is a named collection of parameters that is configured once but applied to multiple virtual servers that
require those particular parameter settings. After creating a database profile, you bind it to load balancing or content
switching virtual servers. You can create as many profiles as you need.

To create a database profile by using the command line interface
At the command line, type the following commands to create a database profile and verify the configuration:

o add db dbProfile <name> [-interpretQuery ( YES | NO )] [-stickiness (YES | NO )] [-kcdAccount <string>]
o show db dbProfile

Example

> add dbProfile nyDBProfile -interpretQery YES -stickiness YES -kcdAccount mykcdaccnt
Done
> show dbProfile nmyDBProfile
Nane: myDBProfil e
Interpret Query: YES
Stickyness: YES
KCD Account: nykcdaccnt
Ref erence count: O

Done
>

To create a database profile by using the configuration utility

Navigate to System > Profiles and, on the Database Profiles tab, configure a database profile.

To bind a database profile to a load balancing or content switching virtual
server by using the command line interface

At the command line, type:
set (Ib | cs) vserver <name> -dbProfileName <string>

To bind a database profile to a load balancing or content switching virtual
server by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers or Traffic Management > Content Switching >

Virtual Servers, and open a virtual server.

2. In Advanced Settings, select Profiles and, in the DB Profile list, select a profile to bind to the virtual server. To create

new profile, click plus (+).
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Configuring Load Balancing for DataStream

Before configuring a load balancing setup, you must enable the load balancing feature. Then, begin by creating at least
one service for each database server in the load balancing group. With the services configured, you are ready to create
a load balancing virtual server and bind the services to the virtual server.

Parameter values specific to DataStream

Protocol
Use the MYSQL protocol type for MySQL databases and MSSQL protocol type for MS SQL databases while
configuring virtual servers and services. The MySQL and TDS protocols are used by the clients to communicate with
the respective database servers by using SQL queries. For information about the MySQL protocol, see http://dev.
mysgl.com/doc/internals/en/client-server-protocol.html. For information about the TDS protocol, see http://msdn.
microsoft.com/en-us/library/dd304523(v=prot.13).aspx.

Port
Port on which the virtual server listens for client connections. Use port 3306 for MySQL database servers.

Method
It is recommended that you use the Least Connection method for better load balancing and lower server load.
However, other methods, such as Round Robin, Least Response Time, Source IP Hash, Source IP Destination IP
Hash, Least Bandwidth, Least Packets, and Source IP Source Port Hash, are also supported.
Note: URL Hash method is not supported for DataStream.

MS SQL Server Version
If you are using the Microsoft SQL Server, and you expect some clients to not be running the same version as your
Microsoft SQL Server product, set the Server Version parameter for the load balancing virtual server. The version
setting provides compatibility between the client-side and server-side connections by ensuring that all communication
conforms to the server's version. For more information about setting the Server Version parameter, see Configuring
the MySQL and Microsoft SQL Server Version Setting.

MySQL Server Version
If you are using the MySQL Server, and you expect some clients to not be running the same version as your MySQL
Server product, set the Server Version parameter for the load balancing virtual server. The version setting provides
compatibility between the client-side and server-side connections by ensuring that all communication conforms to the
server's version. For more information about setting the Server Version parameter, see Configuring the MySQL and
Microsoft SQL Server Version Setting.
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Configuring Content Switching for DataStream

You can segment traffic according to information in the SQL query, on the basis of database names, user names,
character sets, and packet size.

You can configure content switching policies with default syntax expressions to switch content based on connection
properties, such as user name and database name, command parameters, and the SQL query to select the server.

The default syntax expressions evaluate traffic associated with MYSQL and MS SQL database servers. You can use
request-based expressions in default syntax policies to make request switching decisions at the content switching virtual
server bind point and response-based expressions (expressions that begin with MYSQL.RES) to evaluate server
responses to user-configured health monitors.

Note: For information about default syntax expressions, see Default Syntax Expressions: DataStream.
Parameter values specific to DataStream

Protocol
Use the MYSQL protocol type for MySQL databases and MSSQL protocol type for MS SQL databases while
configuring virtual servers and services. The MySQL and TDS protocols are used by the clients to communicate with
the respective database servers by using SQL queries. For information about the MySQL protocol, see http://dev.
mysqgl.com/doc/internals/en/client-server-protocol.html. For information about the TDS protocol, see http://msdn.
microsoft.com/en-us/library/dd304523(v=prot.13).aspx.

Port
Port on which the virtual server listens for client connections. Use port 3306 for MySQL database servers.

MS SQL Server Version
If you are using Microsoft SQL Server, and you expect some clients to not be running the same version as your
Microsoft SQL Server product, set the Server Version parameter for the content switching virtual server. The version
setting provides compatibility between the client-side and server-side connections by ensuring that all communication
conforms to the server's version. For more information about setting the Server Version parameter, see Configuring
the Microsoft SQL Server Version Setting.
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Configuring Monitors for DataStream

To track the state of each load balanced database server in real time, you need to bind a monitor to each service. The

monitor is configured to test the service by sending periodic probes to the service. (This is sometimes referred to as

performing a health check.) If the monitor receives a timely response to its probes, it marks the service as UP. If it does

not receive a timely response to the designated number of probes, it marks the service as DOWN.

For DataStream, you need to use the built-in monitors, MYSQL-ECV and MSSQL-ECV. This monitor provides the ability

to send an SQL request and parse the response for a string.

Before configuring monitors for DataStream, you must add database user credentials to your NetScaler. For information

about configuring monitors, see Monitors.

When you create a monitor, a TCP connection is established with the database server, and the connection is
authenticated by using the user name provided while creating the monitor. You can then run an SQL query to the
database server and evaluate the server response to check whether it matches the configured rule.

Examples

In the following example, the value of the error message is evaluated to determine the state of the server.

add I'b nonitor [ b_nonl MYSQL_ECV -sql Query "select * from
tabl e2;" -evalrule "nmysqgl.res.error. message. contains(\"lnvalid
User\")"-dat abase "NS" -userNane "user1l"

In the following example, the number of rows in the response is evaluated to determine the state of the server.

add I'b nonitor |Ib_nond MYSQL_ECV -sql Query "select * from
table4;" -evalrule "nysql.res.atl east_rows_count(7)" -database "NS" -userNanme "user?2"

In the following example, the value of a particular column is evaluated to determine the state of the server.

add I'b nonitor |b_non3 MYSQL_ECV
-sgl Query "select * fromABC," -evalrule "nysql.res.row(1).double_elen(2) == 345.12"
- dat abase "NS" -user Nane "user 3"
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Use Case 1: Configuring DataStream for a Master/Slave Database Architecture

A commonly used deployment scenario is the master/slave database architecture where the master database replicates all
information to the slave databases.

For master/slave database architecture, you may want all WRITE requests to be sent to the master database and all
READ requests to the slave databases.

The following figure shows the entities and the values of the parameters you need to configure on the appliance.
Figure 1. DataStream Entity Model for Master/Slave Database Setup
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In this example scenario, a service (Svc_mysql_1) is created to represent the master database and is bound to a load
balancing virtual server (Lb_vsr_mysqgl_master). Three more services (Svc_mysql_2, Svc_mysql_3, and Svc_mysql_4)
are created to represent the three slave databases, and they are bound to another load balancing virtual server
(Lb_vsr_mysql_slave).

A content switching virtual server (Cs_vsr_mysql_1) is configured with associated policies to send all WRITE requests
to the load balancing virtual server, Lb_vsr_mysqgl_master, and all READ requests to the load balancing virtual server,
Lb_vsr_mysql_slave.

When a request reaches the content switching virtual server, the virtual server applies the associated content switching
policies to that request. After evaluating the policies, the content switching virtual server routes the request to the
appropriate load balancing virtual server, which sends it to the appropriate service.

The following table lists the names and values of the entities and the policy configured on the NetScaler.

Table 1. Entity and Policy Names and Values

Type

Services Svc_mysql_1 10.102.29.5 MYSQL 3306 NA
A Svc_mysql_2 10.102.29.6 MYSQL 3306 NA
A Svc_mysql_3 10.102.29.7 MYSQL 3306 NA
A Svc_mysql_4 10.102.29.8 MYSQL 3306 NA
Load Lb_vsr_mysgl_master 10.102.29.201 MYSQL 3306 NA
balancing
virtual
servers
A Lb_vsr_mysqgl_slave  10.102.29.202 MYSQL 3306 NA
Content  Cs_vsr_mysql_1 10.102.29.161 MYSQL 3306 NA
switching
virtual
server
Content  Cs_select NA NA NA  "MYSQL.REQ.QUERY.COMMAND.contains(\"
switching select\")"
policy
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To configure DataStream for a master/slave database setup by using the
command line interface

At the command prompt, type

add service Svc_mysql_1 10.102.29.5 mysql 3306

add service Svc_mysqgl_2 10.102.29.6 mysql 3306

add service Svc_mysql_3 10.102.29.7 mysql 3306

add service Svc_mysql_4 10.102.29.8 mysql 3306

add Ib vserver Lb_vsr_mysql_master mysqgl 10.102.29.201 3306

add Ib vserver Lb_vsr_mysqgl_slave mysqgl 10.102.29.202 3306

bind Ib vserver Lb_vsr_mysqgl_master svc_mysql_1

bind Ib vserver Lb_vsr_mysqgl_slave svc_mysql_2

bind Ib vserver Lb_vsr_mysqgl_slave svc_mysqgl_3

bind Ib vserver Lb_vsr_mysql_slave svc_mysql_4

add cs vserver Cs_vsr_mysql_1 mysql 10.102.29.161 3306

add cs policy Cs_select a€“rule "MYSQL.REQ.QUERY.COMMAND.contains(\"select\")"
bind cs vserver Cs_vsr_mysql_1 Lb_vsr_mysql_master

bind cs vserver Cs_vsr_mysqgl_1 Lb_vsr_mysql_slave a€“policy Cs_select &€"“priority 10

O 00 O0OO0OO0OOOOOOOO OO
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Use Case 2: Configuring the Token Method of Load Balancing for DataStream

You can configure the token method of load balancing for DataStream to base the selection of database servers on the
value of the token extracted from the client (application or web server) requests. These tokens are defined by using
SQL expressions. For subsequent requests with the same token, the NetScaler sends the requests to the same
database server that handled the initial request. Requests with the same token are sent to the same database server
until the maximum connection limit is reached or the session entry has aged out.

You can use the following sample SQL expressions to define tokens:

MYSQL.REQ.QUERY.TEXT MSSQL.REQ.QUERY.TEXT
MYSQL.REQ.QUERY.TEXT(n) MSSQL. REQ.QUERY.TEXT(n)
MYSQL.REQ.QUERY.COMMAND MSSQL.REQ.QUERY.COMMAND
MYSQL.CLIENT.USER MSSQL.CLIENT.USER
MYSQL.CLIENT.DATABASE MSSQL.CLIENT.DATABASE
MYSQL.CLIENT.CAPABILITIES A

The following example shows how the NetScaler DataStream feature works when you configure the token method of
load balancing.

Figure 1. How DataStream Works with the Token Method of Load Balancing
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In this example, the token is the name of the database. A request with token books is sent to Dat abase Server 1 and
a request with token nusi c is sent to Dat abase Ser ver 2. All subsequent requests with token books are sent to

Dat abase Server 1 and requests with token nusi ¢ are sent to Dat abase Ser ver 2. This configuration provides
pseudo persistence with the database servers.

To configure this example by using the command line interface
At the command prompt, type:

add service Servicel 192.0.2.9 MYSQL 3306

add service Service2 192.0.2.11 MYSQL 3306

add Ib vserver token_Ib_vserver MYSQL 192.0.2.15 3306 -lbmethod token -rule MYSQL.CLIENT.
DATABASE

bind Ib vserver token_lb_vserver Servicel

bind Ib vserver token_Ib_vserver Service2

[N el e]

o O

To configure this example by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, configure a virtual server and specify the protoca

as MYSQL.
2. Click in the Service section, and configure two services specifying the protocol as MYSQL. Bind these services to the

virtual server.
3. In Advanced Settings, click Method and, in the Load Balancing Method list, select TOKEN and specify the expression

as MYSQL.CLIENT.DATABASE.
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Use Case 3: Logging MSSQL Transactions in Transparent Mode

You can configure the NetScaler appliance to operate transparently between MSSQL clients and servers, and to only
log or analyze details of all client-server transactions. Transparent mode is designed so that the NetScaler appliance
only forwards MSSQL requests to the server, and then relays the server's responses to the clients. As the requests and
responses pass through the appliance, the appliance logs information gathered from them, as specified by the audit
logging or AppFlow configuration, or collects statistics, as specified by the Action Analytics configuration. You do not
have to add database users to the appliance.

When operating in transparent mode, the NetScaler appliance does not perform load balancing, content switching, or
connection multiplexing for the requests. However, it responds to a client's pre-login packet on behalf of the server so
that it can prevent encryption from being agreed upon during the pre-login handshake. The login packet and subsequent
packets are forwarded to the server.

This section includes the following details:

o Summary of Configuration Tasks
o Configuring Transparent Mode by Using a Wildcard Virtual Server
o Configuring Transparent Mode by Using MSSQL Services

Summary of Configuration Tasks

Updated: 2015-05-25
For logging or analyzing MSSQL requests in transparent mode, you have to do the following:

o Configure the NetScaler appliance as the default gateway for both clients and servers.
o Do one of the following on the NetScaler appliance:
If you can configure the use source IP address (USIP) option globally, create a load balancing
virtual server with a wildcard IP address and the port number on which the MSSQL servers listen for
requests (a port-specific wildcard virtual server). Then, enable the USIP option globally. If you configure
a port-specific wildcard virtual server, you do not have to create MSSQL services on the appliance. The
appliance discovers the services on the basis of the destination IP address in the client requests. For
instructions, see Configuring Transparent Mode by Using a Wildcard Virtual Server.
If you do not want to configure the USIP option globally, create MSSQL services with the USIP
option enabled on each of them. If you configure services, you do not have to create a port-specific
wildcard virtual server. For instructions, see Configuring Transparent Mode by Using MSSQL Services.
o Configure audit logging, AppFlow, or Action Analytics to log or collect statistics about the requests. If you
configure a virtual server, you can bind your policies either to the virtual server or to the global bind point. If
you do not configure a virtual server, you can bind your policies to only the global bind point.

Configuring Transparent Mode by Using a Wildcard Virtual Server

Updated: 2013-11-04

You can configure transparent mode by configuring a port-specific wildcard virtual server and enabling Use Source IP (USIP)
mode globally. When a client sends its default gateway (the NetScaler appliance) a request with the IP address of an MSSQL
server in the destination IP address header, the appliance checks whether the destination IP address is available. If the IP
address is available, the virtual server forwards the request to the server. Otherwise, it drops the request.

To create a wildcard virtual server by using the command line
At the command prompt, type the following commands to create a wildcard virtual server and verify the configuration:

1. add Ib vserver <name> <serviceType> <IPAddress> <port>
2. show Ib vserver <name>

Example

> add | b vserver wildcardLbVs MSSQL * 1433

Done

> show I b vserver wi | dcardLbVs
wi | dcardLbVs (*:1433) - MSSQ Type: ADDRESS
State: UP

Done

>
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To create a wildcard virtual server by using the NetScaler configuration utility

Navigate to Traffic Management > Load Balancing > Virtual Servers, and create a virtual server. Specify MSSQL as the
protocol and * as the IP address.

To enable Use Source IP (USIP) mode globally by using the command line

At the command prompt, type the following commands to enable USIP mode globally and verify the configuration:

o enable ns mode USI P
o show ns mode

Example

> enabl e ns node USIP
Done

> show ns node

Mode Acronym St at us

3) Use Source |P usl P N

Done
>

To enable USIP mode globally by using the NetScaler configuration utility

1. Navigate to System > Settings and, in Modes and Features, select Configure Modes.
2. Select Use Source IP.

Configuring Transparent Mode by Using MSSQL Services

Updated: 2013-08-23

You can configure transparent mode by configuring MSSQL services and enabling USIP on each service. When a client
sends its default gateway (the NetScaler appliance) a request with the IP address of an MSSQL server in the destination IP
address header, the appliance forwards the request to the destination server.

To create an MSSQL service and enable USIP mode on the service by using the command line
interface

At the command prompt, type the following commands to create an MSSQL service, with USIP enabled, and verify the
configuration:

o add service <name> (<IP> | <serverName>) <serviceType> <port> -usip YES
o show service <name>

Example
> add service nyDBservice 192.0.2. 0 MSSQ. 1433 -usip YES
Done
> show servi ce nmyDBservice
nmyDBservi ce (192.0.2.0: 1433) - MSSQL
State: UP
Use Sou.rcé iP: YES Use Proxy Port: YES

Done
>

To create an MSSQL service, with USIP enabled, by using the NetScaler configuration utility

1. Navigate to Traffic Management > Load Balancing > Services, and configure a service.
2. Specify protocol as MSSQL and, in Settings, select Use Source IP.
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Use Case 4: Database Specific Load Balancing

A database server farm should be load balanced not only on the basis of the states of the servers, but also on the basis
of the availability of the database on each server. A service might be up, and a load balancing device might show it as
being in the UP state, but the requested database might be unavailable on that service. If a query is forwarded to a
service on which the database is unavailable, the request is not served. Therefore, a load balancing device must be
aware of the availability of a database on each service and, when making a load balancing decision, it must consider
only those services on which the database is available.

As an example, consider that database servers serverl, server2, and server3 host databases mydatabasel and
mydatabase?2. If mydatabasel becomes unavailable on server2, the load balancing device must be aware of that
change in state, and it must load balance requests for mydatabasel across only serverl and server3. After
mydatabasel becomes available on server2, the load balancing device must include server2 in load balancing
decisions. Similarly, if mydatabase2 becomes unavailable on server3, the device must load balance requests for
mydatabase2 across only serverl and server2, and it must include server3 in its load balancing decisions only when
mydatabase2 becomes available. This load balancing behavior must be consistent across all the databases that are
hosted on the server farm.

The Citrix NetScaler appliance implements this behavior by retrieving a list of all the databases that are active on a
service. To retrieve the list of active databases, the appliance uses a monitor that is configured with an appropriate SQL
query. If the requested database is unavailable on a service, the appliance excludes the service from load balancing
decisions until it becomes available. This behavior ensures uninterrupted service to clients.

Note: Database specific load balancing is currently supported for only MSSQL and MySQL service types. This support is alsc
available for Microsoft SQL Server 2012 high availability deployment.

To set up database specific load balancing, you must enable the load balancing feature, configure a load balancing
virtual server of type MSSQL or MySQL, configure the services that host the database, and bind the services to the
virtual server. The monitor needs valid user credentials to log on to the database server, so you must configure a
database user account on each of the servers and then add the user account to the NetScaler appliance. Then, you
configure an MSSQL-ECV or MYSQL-ECV monitor and bind the monitor to each service. Finally, you must test the
configuration to ensure that it is working as intended. Before you perform these configuration tasks, make sure you
understand how database specific load balancing works.

This section includes the following details:

How Database Specific Load Balancing Works

Enabling Load Balancing

Configuring a Load Balancing Virtual Server for Database Specific Load Balancing
Configuring Services

Configuring Database Users

Configuring a Monitor to Retrieve the Names of Active Databases

HA Group Deployment Support for MSSQL

O 0 O0OO0OOO0OO O

How Database Specific Load Balancing Works

For database specific load balancing, you configure a monitor that periodically queries each database server for the
names of all the active databases on it. The Citrix NetScaler appliance stores the results, and regularly updates the
records on the basis of the information retrieved through monitoring. When a client queries a particular database, the
appliance uses the configured load balancing method to select a service, and then checks its records to determine
whether the database is available on that service. If the records indicate that the database is not available, it uses the
configured load balancing method to select the next available service, and then repeats the check. The appliance
forwards the query to the first available service on which the database is active.

Enabling Load Balancing

Updated: 2013-08-08

You can configure load balancing entities such as services and virtual servers when the load balancing feature is
disabled, but they will not function until you enable the feature.

To enable load balancing by using the command line interface

At the command prompt, type the following command to enable load balancing and verify the configuration:

o enable ns feature LB
o show ns feature
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Example

> enabl e ns feature LoadBal anci ng
Done
> show ns feature

Feature Acronym St at us
1) Web Loggi ng WL OFF
2) Surge Protection SP ON
3) Load Bal anci ng LB ON
.24) Net Scal er Push push OFF

Done
To enable load balancing by using the configuration utility

Navigate to System > Settings and, in Configure Basic Features, select Load Balancing.

Configuring a Load Balancing Virtual Server for Database Specific Load
Balancing

Updated: 2014-05-30

To configure a virtual server to load balance databases on the basis of availability, you enable the database specific
load balancing parameter on the virtual server. Enabling the parameter modifies the load balancing logic so that the
NetScaler appliance refers the results of the monitoring probe sent to the selected service, before forwarding the query
to that service.

To configure a load balancing virtual server for database specific load balancing

At the command prompt, type the following command to configure a load balancing virtual server for database specific
load balancing and verify the configuration:

o add Ib vserver <name> <serviceType> <ipAddress> <port> -dbsLb ENABLED
o show Ib vserver <name>

Example

In the following example, we create a Microsoft SQL virtual server.

> add | b vserver DBSpecificLBl MSSQL 192.0.2.10 1433 -dbsLb ENABLED
Done
> show | b vserver DBSpecificLBl
DBSpeci ficLBl (192.0.2.10:1433) - MSQ Type: ADDRESS

DBS_LB: ENABLED

Done
>

Configuring Services

Updated: 2014-06-03

After you enable the load balancing feature, you must create at least one service for each application server that is to be
included in your load balancing setup. The services that you configure provide the connections between the NetScaler
appliance and the load balanced servers. Each service has a name and specifies an IP address, a port, and the type of
data that is served.

If you create a service without first creating a server object, the IP address of the service is also the name of the server
that hosts the service. If you prefer to identify servers by name rather than IP address, you can create server objects
and then specify a server's name instead of its IP address when you create a service.

Example

In the following example, we create a service of type MSSQL
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add service nsservicel 5.5.5.5 MSSQL 1433

Configuring Database Users

Updated: 2014-10-21

In databases, a connection is always stateful, which means that as soon as a connection is established, it must be
authenticated.

You need to configure your database user name and password on the NetScaler ADC. For example, if you have a user John
configured on the database, you need to configure the user John on the ADC too. When you add the database user names
and passwords on the ADC, these are added to the nsconfig file.

Note: Names are case sensitive.

The ADC uses these user credentials to authenticate the clients, and then authenticate the server connections with the
database servers.

To add a database user by using the command line interface

At the command prompt, type
add db user <username> - password <password>

Example

> add db user nsdbuser -password dd260427edf
To add a database user by using the configuration utility
Navigate to System > User Administration > Database Users, and configure a database user.

If you have changed the password of the database user on the database server, you must reset the password of the
corresponding user configured on the NetScaler.

To add a database user by using the configuration utility
Navigate to System > User Administration > Database Users, select a user, and enter new values for the password.

If you have changed the password of the database user on the database server, you must reset the password of the
corresponding user configured on the NetScaler.

To reset the password of a database user by using the command line interface

At the command prompt, type
set db user <username> -password <password>

Example

> set db user nsdbuser -password dd260538abs

To reset the password of database users by using the configuration utility

Navigate to System > User Administration > Database Users, select a user, and enter new values for the password.
If a database user no longer exists on the database server, you can remove the user from the NetScaler. However, if
the user continues to exist on the database server and you remove the user from the NetScaler, any request from the
client with this user name does not get authenticated, and therefore, does not get routed to the database server.

To remove a database user by using the command line interface

At the command prompt, type
rm db user <username>

Example

> rmdb user nsdbuser
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To remove a database user by using the configuration utility

Navigate to System > User Administration > Database Users, select a user, and click Delete.

Configuring a Monitor to Retrieve the Names of Active Databases

Updated: 2014-05-30

To retrieve a list of all the active databases on a database instance, you create a monitor that logs on to the database
server by using a valid user credentials and runs an appropriate SQL query. The SQL query you need to use depends
on your SQL server deployment. For example, in a database mirroring setup, you can use the following query to retrieve
a list of active databases available on a server instance.

sel ect name from sys. dat abases where state=0

You also configure the monitor to evaluate the response for an error condition, and to store the results if there is no
error. If the response contains an error, the monitor marks the service as DOWN, and the appliance excludes the
service from load balancing decisions until an error is no longer returned.

Note: The database specific load balancing feature is supported only for the MSSQL and MySQL service types. Therefore,
the monitor type must be MSSQL-ECV or MYSQL-ECV.

To configure a monitor to retrieve the names of all the active databases hosted on a service by
using the command line

At the command prompt, type the following commands to retrieve the names of all the active databases hosted on a
service and verify the configuration:

o add Ib monitor <monitorName> <type> -userName <string> -sqlQuery <text> -evalRule <expression> -
storedb ENABLED
o show Ib monitor <monitorName>

Example

In the following example, we create an MSSQL-ECV type monitor.

> add | b nmonitor nssql-nonitorl MSSQ.- ECV -user Nane userl -sql Query "sel ect nane

from sys. dat abases where state=0" -eval Rul e "MSSQL. RES. TYPE. NE( ERROR) " - st oredb ENABLED
Done

> show I b nonitor nssql-nonitorl

1) Narme.......: mesqgl-nonitorl Type......: MSSQ.-ECV
Speci al paraneters:

Dat abase.....:""

User nane.....:"user1l"

Query..:select nanme from sys. dat abases where state=0
Eval Rul e. .. : MSSQL. RES. TYPE. NE( ERROR)

Version...:70
STORE_DB. . . : ENABLED
Done

>

To configure a monitor to retrieve the names of all the active databases hosted on a service by
using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Monitors and configure a monitor of type MSSQL-ECV or
MYSQL-ECV.

2. In Special Parameters, specify a user name, query (for example "select name from sys.databases where state=0"),
and a rule (for example MSSQL.RES.TYPE.NE(ERROR)).

HA Group Deployment Support for MSSQL

Updated: 2014-06-17

Consider the following scenario in which database specific load balancing is configured in a high availability group
deployment. S1 through S5 are the services on the NetScaler. DB1 through DB4 are the databases on the servers
represented by the services S1 through S5. AV1 and AV2 are the availability groups. Each availability group contains up
to one primary database server instance and up to four secondary database server instances. A service, representing
the servers in the availability group, can be primary for one availability group and secondary for another availability
group. Each availability group contains different databases and one listener, which is a service. All requests arrive on
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the listener service that resides on the primary database. AVI contains databases DB1 and DB2. AV2 contains
databases DB3 and DB4. L1 and L2 are the listeners on AV1 and AV2 respectively. S1 is the primary service for AV1
and S2 is the primary service for AV2.

Citrix NetScaler

!/7--' ' Requests

-1
Requests

u

a fl Requests

-\

Read for AV1 |

and AV2 | Saﬂerﬁ

Application Servers |

S1 DB1, DB2, DB3, DB4

S2 DB3, DB4

S3 DB3, DB4

S4 DB1, DB2

S5 DB1, DB2

AV1 DB1, DB2 S1, S4, S5
AV2 DB3, DB4 S1, S2, S3

Queries flow as follows:

A READ query for AV1 is load balanced between S4 and S5. S1 is the primary for AV1.
A WRITE query for AV1 is directed to L1.
A READ query for AV2 is load balanced between S1 and S3. S2 is the primary for AV2.
A WRITE query for AV1 is directed to L2.

PobdE

Sample Configuration

1. Configure load balancing and content switching virtual servers.
o add Ib vserver Ibwrite -dbslb enabl ed
o add Ibvserver lIbread MSSQL -dbslb enabl ed
o add csvserver csv M5SQL 1.1.1.10 1433
2. Configure two listener services, one for each availability group, and five services S1 through S5 representing
databases DB1 through DB4.
o add service L1 1.1.1.11 MSSQL 1433
o add service L2 1.1.1.12 MBSQL 1433
add service s1 1.1.1.13 M5SQL 1433
add service s2 1.1.1.14 M5SQL 1433
add service s3 1.1.1.15 MSSQL 1433
add service s4 1.1.1.16 MSSQL 1433
o add service s51.1.1.17 M5SQL 1433
3. Bind the services to the load balancing virtual servers.
bind Ibvserver lbwrite L1
bind Ibvserver lbwrite L2
bind Ibvserver Ibread s1
bind Ibvserver lbread s2
bind Ibvserver Ibread s3
bind Ibvserver lbread s4
o bind Ibvserver Ibread s5
4. Configure database users.
o add db user nsdbuserl -password dd260427edf

0O 0 0O

o
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o

add db user nsdbuser2 -password ccd1234xyzw

5. Configure two monitors, monitor_L1 and monitor_L2 for each listener service, to retrieve the list of active databases in
that availability group. Add a monitor, monitorl to retrieve the list of databases for the secondary database server
instance.

o

add Ib monitor monitor_L1 MSSQL- ECV -userName userl -sqlQuery "SELECT name FROM sys.
databases a INNER JOIN sys.dm_hadr_availability_replica_states b ON a.replica_id=b.replica_id
INNER JOIN sys.availability _group_listeners ¢ on b.group_id = c.group_id INNER JOIN sys.
availability group_listener_ip_addresses d on c.listener_id = d.listener_id WHERE b.role = 1 and d.
ip_address like '1.1.1.11" -evalRule "MSSQL.RES.TYPE.NE(ERROR)a€- &€“storedb ENABLED
add Ib monitor monitor_L2 MSSQL- ECV -userNameuserl -sqlQuery "SELECT name FROM sys.
databases a INNER JOIN sys.dm_hadr_availability _replicca_states b ON a.replica_id=b.replica_id
INNER JOIN sys.availability_group_listeners ¢ on b.group_id = c.group_id INNER JOIN sys.
availability_group_listener_ip_addresses d on c.listener_id = d.listener_id WHERE b.role =1 and d.
ip_address like '1.1.1.12" -evalRule "MSSQL.RES.TYPE.NE(ERROR)" -storedb ENABLED

add Ib monitor monitorl MSSQL- ECV -userNameuserl -sqlQuery "SELECT name FROM sys.
databases a INNER JOIN sys.dm_hadr_availability_replica_states b ON a.replica_id=b.replica_id
WHERE b.role = 2" -evalRule "MSSQL.RES.TYPE.NE(ERROR)" -storedb ENABLED

6. Configure read and write policies.

o
o

add cs policy pol_write -rule "MSSQL.REQ.QUERY.TEXT.CONTAINS(\"insert\")"
add cs policy pol_read -rule "MSSQL.REQ.QUERY.TEXT.CONTAINS(\"select\")"

7. Bind the policies to the content switching virtual server.

o
o

bind csvserver csv -targetLBVserver Ibwrite -policyName pol_write -priority 11
bind csvserver csv -targetLBVserver Ibread -policyName pol_read -priority 12

8. Bind monitors to the services. Bind monitors to services L1 and L2 to get the list of active databases for the availability
group for which it is the listener. Bind monitors to all the services that are bound to the read-only virtual server.
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bind service L1 -monitorName monitor_L1
bind service L2 -monitorName monitor_L2
bind service s1 -monitorName monitorl
bind service s2 -monitorName monitorl
bind service s3 -monitorName monitorl
bind service s4 -monitorName monitorl
bind service s5 -monitorName monitorl
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DataStream Reference
This reference describes the MySQL and TDS protocols, the database versions, the authentication methods, and the

character sets supported by the DataStream feature. It also describes how NetScaler handles transaction requests and
special queries that modify the state of a connection.

You can also configure the NetScaler appliance to generate audit log messages for the DataStream feature.
Supported Database Versions, Protocols, and Authentication Methods

Updated: 2014-08-28

MySQL Database MS SQL Database

Database MySQL database versions 4.1, 5.0, 5.1, 5.4, 5.5, and 5.6. MS SQL database versions 2000, 2(

Versions 2008R2, and 2012.

Protocols
MySQL protocol version 10. TDS protocol version 7.1 and higher
For information about the MySQL protocol, see http://dev. For information about the TDS proto
mysqgl.com/doc/internals/en/client-server-protocol.html microsoft.com/en-us/library/dd30452

Authentication
Methods MySQL native authentication is supported. SQL server authentication and Wind
INTLM) are supported.

Character Sets

The DataStream feature supports only the UTF-8 charset.

The character set used by the client while sending a request may be different from the character set used in the
database server responses. Although the charset parameter is set during the connection establishment, it can be
changed at any time by sending an SQL query. The character set is associated with a connection, and therefore,
requests on connections with one character set cannot be multiplexed onto a connection with a different character set.

NetScaler parses the queries sent by the client and the responses sent by the database server.

The character set associated with a connection can be changed after the initial handshake by using the following two
queries:

o SET NAMES <charset> COLLATION <collation>
o SET CHARACTER SET <charset>

Transactions

In MySQL, transactions are identified by using the connection parameter AUTOCOMMIT or the BEGIN:COMMIT
gueries. The AUTOCOMMIT parameter can be set during the initial handshake, or after the connection is established by
using the query SET AUTOCOMMIT.

NetScaler explicitly parses each and every query to determine the beginning and end of a transaction.

In MySQL protocol, the response contains two flags to indicate whether the connection is a transaction, the
TRANSACTION and AUTOCOMMIT flags.

If the connection is a transaction, the TRANSACTION flag is set. Or, if the AutoCommit mode is OFF, the
AUTOCOMMIT flag is not set. NetScaler parses the response, and if either the TRANSACTION flag is set or the

AUTOCOMMIT flag is not set, it does not do connection multiplexing. When these conditions are no longer true, the
NetScaler begins connection multiplexing.

Special Queries
Updated: 2014-05-21

There are special queries, such as SET and PREPARE, that modify the state of the connection and may break request
switching, and therefore, these need to be handled differently.
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On receiving a request with special queries, NetScaler sends an OK response to the client and additionally, stores the
request in the connection.

When a non-special query, such as INSERT and SELECT, is received along with a stored query, the NetScaler first,
looks for the server-side connection on which the stored query has already been sent to the database server. If no such
connections exist, NetScaler creates a new connection, and sends the stored query first, and then, sends the request
with the non-special query.

In case of SET, USE db, and INIT_DB special queries, the appliance modifies a field in the server side connection
corresponding to the special query. This results in better reuse of the server side connection.

Only 16 queries are stored in each connection.
The following is a list of the special queries for which NetScaler has a modified behavior.

SET query
The SET SQL queries define variables that are associated with the connection. These queries are also used to define
global variables, but as of now, NetScaler is unable to differentiate between local and global variables. For this query,
the NetScaler uses the 'store and forward' mechanism described earlier .
USE <db> query
Using this query, the user can change the database associated with a connection. In this case, NetScaler parses the
<db> value sent and modifies a field in the server side connection to reflect the new database to be used.
INIT_DB command
Using this query, the user can change the database associated with a connection. In this case, NetScaler parses the
<init_db> value sent and modifies a field in the server side connection to reflect the new database to be used.
COM_PREPARE
NetScaler stops request switching on receiving this command.
PREPARE query
This query is used to create prepared statements that are associated with a connection. For this query, the NetScaler
uses the 'store and forward' mechanism described earlier in this section.

Audit Log Message Support
Updated: 2013-09-30

You can now configure the NetScaler appliance to generate audit log messages for the DataStream feature. Audit log
messages are generated when client-side and server-side connections are established, closed, or dropped. The
categories of messages that you can log and view are ERROR and INFO. Error messages for client-side connections
begin with "CS" and error messages for server-side connections begin with "SS." Additional information is provided
where necessary. For example, log messages for closed connections (CS_CONN_CLOSED) include only the
connection ID. However, log messages for established connections (CS_CONN_ESTD) include information such as the
user name, database name, and the client IP address in addition to the connection ID.
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Firewall Load Balancing

Firewall load balancing distributes traffic across multiple firewalls, providing fault tolerance and increased throughput.
Firewall load balancing protects your network by:

o Dividing the load between the firewalls, which eliminates a single point of failure and allows the network to
scale.
o Increasing high availability.

Configuring a NetScaler appliance for firewall load balancing is similar to configuring load balancing, with the exception
that the recommended service type is ANY, recommended monitor type is PING, and the load balancing virtual server
mode is set to MAC.

You can set up firewall load balancing in a sandwich, an enterprise, or multiple-firewall environment configuration. The
sandwich environment is used for load balancing traffic entering the network from outside and traffic leaving the network
to the internet and involves configuring two NetScaler appliances, one on each side of a set of firewalls. You configure
an enterprise environment for load balancing traffic leaving the network to the internet. The enterprise environment
involves configuring a single NetScaler appliance between the internal network and the firewalls that provide access to
the Internet. The multiple-firewall environment is used for load balance traffic coming from another firewall. Having
firewall load balancing enabled on both the sides of NetScaler improves the traffic flow in both the egress and ingress
direction and ensures faster processing of the traffic. The multiple-firewall environment involves configuring a NetScaler
appliance sandwiched between two firewalls.

Important: If you configure static routes on the NetScaler for the destination IP address and enable L3 mode, the NetScaler
uses its routing table to route the traffic instead of sending the traffic to the load balancing vserver.

Note: For FTP to work, an additional virtual server or service should be configured on the NetScaler with IP address and port
as * and 21 respectively, and the service type specified as FTP. In this case, the NetScaler manages the FTP protocol by
accepting the FTP control connection, modifying the payload, and managing the data connection, all through the same
firewall.

Firewall Load Balancing supports only some of the load balancing methods supported on the NetScaler. Also, you can
configure only a few types of persistence and monitors.

Firewall Load Balancing Methods
The following load balancing methods are supported for firewall load balancing.

Least Connections

Round Robin

Least Packets

Least Bandwidth

Source IP Hash

Destination IP Hash

Source IP Destination IP Hash
Source IP Source Port hash

Least Response Time Method (LRTM)
Custom Load

O 0 O0OO0OO0OO0OO0OO0OO0OO

Firewall Persistence

Only SOURCEIP, DESTIP, and SOURCEIPDESTIP based persistence are supported for firewall load balancing.

Firewall Server Monitoring

Only PING and transparent monitors are supported in firewall load balancing. You can bind a PING monitor (default) to
the backend service that represents the firewall. If a firewall is configured not to respond to ping packets, you can
configure transparent monitors to monitor hosts on the trusted side through individual firewalls.
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Sandwich Environment

A NetScaler deployment in a sandwich mode is capable of load balancing network traffic through firewalls in both
directions: ingress (traffic entering the network from the outside, such as the internet) and egress (traffic leaving the
network to the internet).

In this setup, a NetScaler is located on each side of a set of firewalls. The NetScaler placed between the firewalls and
the Internet, called the external NetScaler that handles ingress traffic selects the best firewall, based on the configured
method. The NetScaler between the firewalls and the private network, called the internal NetScaler tracks the firewall
from which the initial packet for a session is received. It then makes sure that all subsequent packets for that session
are sent to the same firewall.

The internal NetScaler can be configured as a regular traffic manager to load balance traffic across the private network
servers. This configuration also allows traffic originating from the private network (egress) to be load balanced across
the firewalls.

The following diagram shows the sandwich firewall load balancing environment.
Figure 1. Firewall Load Balancing (Sandwich)
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The service type ANY configures the NetScaler to accept all traffic.

To avail benefits related to HTTP and TCP, configure the service and virtual server with type HTTP or TCP. For FTP to
work, configure the service with type FTP.

Configuring the External NetScaler in a Sandwich Environment

Updated: 2015-05-22

Perform the following tasks to configure the external NetScaler in a sandwich environment

Enable the load balancing feature.

Configure a wildcard service for each firewall.

Configure a monitor for each wildcard service.

Configure a wildcard virtual server for traffic coming from the Internet.
Configure the virtual server in MAC rewrite mode.

Bind services to the wildcard virtual server.

Save and Verify the Configuration.

O 00 O0OOO0OO O

Enable the load balancing feature
To enable load balancing by using the command line interface

At the command prompt, type the following command to enable load balancing and verify the configuration:

o enable ns feature LB
o show ns feature

Example

> enabl e ns feature LoadBal anci ng
Done
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> show ns feature

Feature Acr onym St at us
1) Web Loggi ng WL COFF
2) Surge Protection SP ON
3) Load Bal anci ng LB ON
24) Net Scal er Push push OFF

Done
To enable load balancing by using the configuration utility
Navigate to System > Settings and, in Configure Basic Features, select Load Balancing.
Configure a wildcard service for each firewall
To configure a wildcard service for each firewall by using the command line interface

At the command prompt, type:
add service <name> <serverName> ANY *

Example
add service Service-HTTP-1 10.102.29.5 ANY *
To configure a wildcard service for each firewall by using the configuration utility

Navigate to Traffic Management > Load Balancing > Services and add a service. Specify ANY in the Protocol field and
*in the Port field.

Configure a monitor for each wildcard service

A PING monitor is bound by default to the service. You will need to configure a transparent monitor to monitor hosts on
the trusted side through individual firewalls. You can then bind the transparent monitor to services. The default PING
monitor monitors the connectivity only between the NetScaler appliance and the upstream device. The transparent
monitor monitors all the devices existing in the path from the appliance to the device that owns the destination IP
address specified in the monitor. If a transparent monitor is not configured and the status of the firewall is UP but one of
the next hop devices from that firewall is down, the appliance includes the firewall while performing load balancing and
forwards the packet to the firewall. However, the packet is not delivered to the final destination because one of the next
hop devices is down. By binding a transparent monitor, if any of the devices (including the firewall) are down, the service
is marked as DOWN and the firewall is not included when the appliance performs firewall load balancing.

Binding a transparent monitor will override the PING monitor. To configure a PING monitor in addition to a transparent
monitor, after you create and bind a transparent monitor, you need to bind a PING monitor to the service.

To configure a transparent monitor by using the command line interface

At the command prompt, type the following commands to configure a transparent monitor and verify the configuration:

o add Ib monitor <monitorName> <type> [-destIP <ip_addr|ipv6_addr|*>] [-transparent (YES | NO )]
o bind Ib monitor <monitorName> <serviceName>

Example

add nmonitor nmonitor-HTTP-1 HTTP -destip 10.10.10.11 -transparent YES

bi nd nonitor nonitor-HITP-1 fw svcl

To bind a PING nonitor, type the follow ng command:

bi nd nonitor PING fw svcl

To create and bind a transparent monitor by using the configuration utility

Navigate to Traffic Management > Load Balancing > Monitors, and then create and bind a transparent monitor.
Configure a wildcard virtual server for traffic coming from the Internet

To configure a wildcard virtual server for traffic coming from the Internet by using the command line interface

At the command prompt, type:
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add Ib vserver <name> ANY * *

Example

add | b vserver Vserver-LB-1 ANY * *
To configure a wildcard virtual server for traffic coming from the Internet by using the configuration utility

Navigate to Traffic Management > Load Balancing > Virtual Servers and create a wildcard virtual server. Specify ANY in
the Protocol field and * in the Port field.

Configure the virtual server in MAC rewrite mode
To configure the virtual server in MAC rewrite mode by using the command line interface

At the command prompt, type:
set Ib vserver <nane>@-m <RedirectionMode>

Example

set |'b vserver Vserver-LB-1 -m MAC
To configure the virtual server in MAC rewrite mode by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers and select the virtual server for which you want tc
configure the redirection mode (for example, Vserver-LB-1).

2. Edit the Basic Settings section and. click more.

3. From the Redirection Mode drop-down list, select MAC Based.

Bind services to the wildcard virtual server
To bind a service to the wildcard virtual server by using the command line interface

At the command prompt, type:
bind Ib vserver <name> <serviceName>

Example

bind I b vserver Vserver-LB-1 Service-HITP-1
To bind a service to the wildcard virtual server by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers and select the virtual server for which you want tc
bind the service.
2. Click in the Services section and select a service to bind.

Save and Verify the Configuration

When you've finished the configuration tasks, be sure to save the configuration. You should also check to make sure
that the settings are correct.

To save and verify the configuration by using the command line interface

At the command prompt, type the following commands to configure a transparent monitor and verify the configuration:

o save ns config
o show vserver

Example

save config
sh | b vserver FW.BVIP1
FW.BVIPL (*:*) - ANY Type: ADDRESS
State: UP
Last state change was at Mon Jun 14 06:40: 14 2010
Time since last state change: 0 days, 00:00: 11.240
Effective State: UP ARP: Dl SABLED
Client Idle Tineout: 120 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED
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No. of Bound Services : 2 (Total) 2 (Active)
Configured Method: SRCI PDESTI PHASH

Mode: MAC

Per si st ence: NONE

Connection Fail over: DI SABLED

1) fwsvc_1 (10.102.29.251: *) - ANY State: UP Wight: 1
2) fw.svc_2 (10.102.29.18: *) - ANY State: UP Wight: 1
Done
show service fwsvcl
fwsvel (10.102.29.251:*) - ANY
State: DOMN
Last state change was at Thu Jul 8 10:04:50 2010
Time since last state change: 0 days, 00:00:38.120
Server Name: 10.102.29. 251
Server ID: O Moni tor Threshold : O
Max Conn: O Max Req: O Max Bandwi dth: 0 kbits
Use Source |P: NO
Client Keepalive(CKA): NO
Access Down Service: NO
TCP Buffering(TCPB): YES
HTTP Conpressi on(CVP): NO
Idle timeout: Client: 120 sec Server: 120 sec
Client |P: DI SABLED
Cacheabl e: NO

SC. OFF
SP: OFF
Down state flush: ENABLED
1) Moni tor Nane: nonitor-HITP-1
State: DOWN Weight: 1
Probes: 5 Failed [Total: 5 Current: 5]

Last response: Failure - Tinme out during TCP connection establishment stage
Response Tine: 2000.0 nmillisec

2) Moni t or Nanme: ping
State: UP Weight: 1
Probes: 3 Failed [Total: O Current: O]
Last response: Success - | CWMP echo reply received.

Response Tine: 1.415 mllisec
Done

Configuring the Internal NetScaler ADC in a Sandwich Environment
Updated: 2015-06-04
Perform the following tasks to configure the internal NetScaler in a sandwich environment

For traffic from the server (egress)

Enable the load balancing feature.

Configure a wildcard service for each firewall.

Configure a monitor for each wildcard service.

Configure a wildcard virtual server to load balance the traffic sent to the firewalls.
Configure the virtual server in MAC rewrite mode.

Bind firewall services to the wildcard virtual server.

O 0 O0OO0OO0OO

For traffic across private network servers

o Configure a service for each virtual server .

o Configure a monitor for each service.

o Configure an HTTP virtual server to balance traffic sent to the servers.
o Bind HTTP services to the HTTP virtual server .

o Save and Verify the Configuration.

Enable the load balancing feature

You can configure load balancing entities such as services and virtual servers when the load balancing feature is
disabled, but they will not function until you enable the feature.

To enable load balancing by using the command line interface
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At the command prompt, type the following command to enable load balancing and verify the configuration:

o enable ns feature LB
o show ns feature

Example

> enabl e ns feature LoadBal anci ng
Done
> show ns feature

Feature Acronym St at us
1) Web Loggi ng WL OFF
2) Surge Protection SP ON
3) Load Bal anci ng LB ON
.24) Net Scal er Push push OFF

Done
To enable load balancing by using the configuration utility
Navigate to System > Settings and, in Configure Basic Features, select Load Balancing.
Configure a wildcard service for each firewall
To configure a wildcard service for each firewall by using the command line interface

At the command prompt, type:
add service <name> <serverName> ANY *
Example

add service Service-HITP-1 10.102.29.5 ANY *
To configure a wildcard service for each firewall by using the configuration utility

Navigate to Traffic Management > Load Balancing > Services and add a service. Specify ANY in the Protocol field and
*in the Port field.

Configure a monitor for each wildcard service

A PING monitor is bound by default to the service. You will need to configure a transparent monitor to monitor hosts on
the trusted side through individual firewalls. You can then bind the transparent monitor to services. The default PING
monitor monitors the connectivity only between the NetScaler appliance and the upstream device. The transparent
monitor monitors all the devices existing in the path from the appliance to the device that owns the destination IP
address specified in the monitor. If a transparent monitor is not configured and the status of the firewall is UP but one of
the next hop devices from that firewall is down, the appliance includes the firewall while performing load balancing and
forwards the packet to the firewall. However, the packet is not delivered to the final destination because one of the next
hop devices is down. By binding a transparent monitor, if any of the devices (including the firewall) are down, the service
is marked as DOWN and the firewall is not included when the appliance performs firewall load balancing.

Binding a transparent monitor will override the PING monitor. To configure a PING monitor in addition to a transparent
monitor, after you create and bind a transparent monitor, you need to bind a PING monitor to the service.

To configure a transparent monitor by using the command line interface

At the command prompt, type the following commands to configure a transparent monitor and verify the configuration:

o add Ib monitor <monitorName> <type> [-destIP <ip_addr|ipv6_addr|*>] [-transparent (YES | NO )]
o bind Ib monitor <monitorName> <serviceName>

Example

add nonitor nonitor-HITP-1 HITP -destip 10.10.10.11 -transparent YES
bi nd nonitor nmonitor-HTTP-1 fw svcl
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To create and bind a transparent monitor by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Monitors and create a monitor.
2. In the Create Monitor dialog box, enter the required parameters and select Transparent.

Configure a wildcard virtual server to load balance the traffic sent to the firewalls

To configure a wildcard virtual server to load balance the traffic sent to the firewalls by using the command line
interface

At the command prompt, type:
add Ib vserver <name> ANY * *

Example
add | b vserver Vserver-LB-1 ANY * *
To configure a wildcard virtual server for traffic coming from the Internet by using the configuration utility

Navigate to Traffic Management > Load Balancing > Virtual Servers and create a wildcard virtual server. Specify ANY in the
Protocol field and * in the Port field.

To configure a wildcard virtual server to load balance the traffic sent to the firewalls by using the configuration utilit
1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2. In the details pane, click Add.
3. In the Create Virtual Server (Load Balancing) dialog box, specify values for the following parameters as shown:
o Namea€’name

4. In Protocol, select ANY, and in IP Address and Port, select *.
5. Click Create, and then click Close. The virtual server you created appears in the Load Balancing Virtual Servers pane.

Configure the virtual server in MAC rewrite mode
To configure the virtual server in MAC rewrite mode by using the command line interface

At the command prompt, type:
set Ib vserver <nane>@-m <RedirectionMode>

Example
set |b vserver Vserver-LB-1 -m MAC
To configure the virtual server in MAC rewrite mode by using the configuration utility
1. Navigate to Traffic Management > Load Balancing > Virtual Servers and select the virtual server for which you want tc
configure the redirection mode (for example, Vserver-LB-1).
2. Edit the Basic Settings section and. click more.
3. From the Redirection Mode drop-down list, select MAC Based.
To configure the virtual server in MAC rewrite mode by using the configuration utility
1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2. In the details pane, select the virtual server for which you want to configure the redirection mode (for example,
Vserver-LB-1), and then click Open.

3. On the Advanced tab, under Redirection Mode, click MAC-Based.
4. Click OK.

Bind firewall services to the wildcard virtual server

To bind firewall services to the wildcard virtual server by using the command line interface

At the command prompt, type:
bind Ib vserver <name> <serviceName>

Example

bind | b vserver Vserver-LB-1 Service-HITP-1

To bind firewall services to the wildcard virtual server by using the configuration utility
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1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and select a virtual server.
2. Click in the Service section, and select a service to bind.

Note: You can bind a service to multiple virtual servers.
Configure a service for each virtual server
To configure a service for each virtual server by using the command line interface

At the command prompt, type:
add service <name> <serverName> HTTP <port>

Example

add service Service-HITP-1 10.102.29.5 HITP 80
To configure a service for each virtual server by using the configuration utility

Navigate to Traffic Management > Load Balancing > Services and configure a service for each virtual server. Specify
HTTP in the Protocol field and select HTTP under Available Monitors.

1.
To configure a service for each virtual server by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services.

2. In the details pane, click Add.

3. In the Create Service dialog box, specify values for the following parameters as shown:
o Service Namea€’name
o Servera€’serverName
o Porta€"port

4. In Protocol, specify HTTP. Under Available Monitors, select HTTP.
5. Click Create, and then click Close. The service you created appears in the Services pane.

Configure a monitor for each service

To bind a monitor to a service by using the command line interface

At the command prompt, type:
bind Ib monitor <monitorName> <ServiceName>

Example

bi nd mon nonitor-HTTP-1 Service-HITP-1

To bind a monitor to a service by using the configuration utility

Navigate to Traffic Management > Load Balancing > Services, double-click a service and add a monitor.
To bind a monitor to a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services.
2. Open the service, and add a monitor.

Configure an HTTP virtual server to balance traffic sent to the servers
To configure an HTTP virtual server to balance traffic sent to the servers by using the command line interface

At the command prompt, type:
add Ib vserver <name> HTTP <ip> <port>

Example

add | b vserver Vserver-LB-1 HTTP 10.102.29.60 80
To configure an HTTP virtual server to balance traffic sent to the servers by using the configuration utility

Navigate to Traffic Management > Load Balancing > Virtual Services and configure an HTTP virtual server. Specify
HTTP in the Protocol field.
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To configure an HTTP virtual server to balance traffic sent to the servers by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.

n

In the details pane, click Add.

3. Inthe Create Virtual Server (Load Balancing) dialog box, specify values for the following parameters as shown:

o Namea€’name
o |P Addressa€”"IPAddress

Note: If the virtual server uses IPv6, select the IPv6 check box and enter the address in IPv6 format
(for example, 1000:0000:0000:0000:0005:0600:700a:888b).

o Porta€"port
4. Under Protocol, select HTTP.

5. Click Create, and then click Close. The virtual server you created appears in the Load Balancing Virtual Servers pane.

Save and Verify the Configuration

When you've finished the configuration tasks, be sure to save the configuration. You should also check to make sure

that the settings are correct.

To save and verify the configuration by using the command line interface

At the command prompt, type the following commands to configure a transparent monitor and verify the configuration:

o save ns config
o show vserver

Example

save config

show | b vserver FW.BVI P2

FW.BVI P2 (*:*) - ANY Type: ADDRESS
State: UP
Last state change was at Mon

Jun 14 07:22:54 2010

Time since last state change: 0 days, 00:00: 32. 760
Effective State: UP

Client Idle Tineout: 120 sec

Down state flush: ENABLED

Di sable Primary Vserver On Down : DI SABLED

No. of Bound Services : 2 (Total) 2 (Active)

Confi gured Method: LEASTCONNECTI ON

Current Method: Round Robin, Reason:
Mode: MAC
Per si st ence: NONE
Connection Fail over: DI SABLED
1) fwint-svcl (10.102.29.5: *) ANY St at e:
2) fwint-svc2 (10.102.29.9: *) ANY St at e:
Done
show service fwint-svcl
fwint-svcl (10.102.29.5:*) - ANY

State: DOMN
Last state change was at Thu Jul

Time since |last state change: 0 days,
Server Nane: 10.102.29.5

Server ID: O Moni tor Threshol d :
Max Conn: O Max Req: O

Use Source I P: NO

Client Keepalive(CKA): NO
Access Down Service: NO
TCP Buffering(TCPB): NO
HTTP Conpressi on(CVWP): NO

A new service is bound

UP Weight: 1
UP Weight: 1

8 14:44:51 2010

00: 01: 50. 240

Max Bandwi dth: O kbits

ldle tineout: Cient: 120 sec Server: 120 sec

Client |P: D SABLED

Cacheabl e: NO

SC. OFF

SP: OFF

Down state flush: ENABLED

1) Moni t or Nane: nonitor-HTTP-1
State: DOW Weight: 1
Probes: 9 Failed [Total: 9 Current: 9]
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Last response: Failure - Tinme out during TCP connection establishment stage
Response Tine: 2000.0 mllisec

2) Moni t or Nanme: ping
State: UP Weight: 1
Probes: 3 Failed [Total: O Current: O]
Last response: Success - | CWMP echo reply received.

Response Tine: 1.275 mllisec
Done

To save and verify the configuration by using the configuration utility

In the details pane, click Save.

In the Save Config dialog box, click Yes.

Navigate to Traffic Management > Load Balancing > Virtual Servers.

In the details pane, select the virtual server that you created in step 5 and verify that the settings displayed in the
Details pane are correct.

Navigate to Traffic Management > Load Balancing > Services.

In the details pane, select the service that you created in step 5 and verify that the settings displayed in the Details
pane are correct.
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Monitoring a Firewall Load Balancing Setup in a Sandwich Environment

After the configuration is up and running, you should view the statistics for each service and virtual server to check for
possible problems.

Viewing the Statistics of a Virtual Server

Updated: 2013-09-05

To evaluate the performance of virtual servers or to troubleshoot problems, you can display details of the virtual servers
configured on the NetScaler appliance. You can display a summary of statistics for all the virtual servers, or you can
specify the name of a virtual server to display the statistics only for that virtual server. You can display the following
details:

Name

IP address

Port

Protocol

State of the virtual server
Rate of requests received
Rate of hits

O 00 O0OOO0OO O

To display virtual server statistics by using the command line interface

To display a summary of the statistics for all the virtual servers currently configured on the NetScaler, or for a single
virtual server, at the command prompt, type:

stat b vserver [-detail] [<xname>]

Example

>stat | b vserver -detail
Virtual Server(s) Summary

vsvrI P port Pr ot ocol State Req/ s Hts/s
One * 80 HTTP upP 5/s 0/s
Two * 0 TCP DOV 0/s 0/s
Three * 2598 TCP DOWN 0/s 0/s
dnsVi rt ual NS 10.102. 29. 90 53 DNS DOWN 0/s 0/s
BRVSERV 10.10.1.1 80 HTTP DOWN 0/s 0/s
LBVI P 10. 102. 29. 66 80 HTTP upP 0/s 0/s

Done

To display virtual server statistics by using the configuration utility
1. Navigate to Traffic Management > Load Balancing > Virtual Servers > Statistics.

2. If you want to display the statistics for only one virtual server, in the details pane, select the virtual server, and click
Statistics.

Viewing the Statistics of a Service
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Updated: 2013-08-28

You can view the rate of requests, responses, request bytes, response bytes, current client connections, requests in
surge queue, current server connections, and so forth using the service statistics.

To view the statistics of a service by using the command line interface

At the command prompt, type:
stat service <name>

Example

stat service Service-HITP-1
To view the statistics of a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services > Statistics.
2. If you want to display the statistics for only one service, select the service, and click Statistics.

citrix.com 165



Enterprise Environment

In the enterprise setup, the NetScaler is placed between the firewalls connecting to the public Internet and the internal
private network and handles egress traffic. The NetScaler selects the best firewall based on the configured load
balancing policy.

The following diagram shows the enterprise firewall load balancing environment
Figure 1. Firewall Load Balancing (Enterprise)
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The service type ANY configures the NetScaler to accept all traffic.

To avail benefits related to HTTP and TCP, configure the service and vserver with type HTTP or TCP. For FTP to work,
configure the service with type FTP.

Configuring the NetScaler in an Enterprise Environment
Updated: 2013-11-08
Perform the following tasks to configure a NetScaler in an enterprise environment.

For traffic from the server (egress)

Enable the load balancing feature.

Configure a wildcard service for each firewall.

Configure a monitor for each wildcard service.

Configure a wildcard virtual server to load balance the traffic sent to the firewalls .
Configure the virtual server in MAC rewrite mode.

Bind firewall services to the wildcard virtual server.

O 0 O0OO0OO0OO

For traffic across private network servers

o Configure a service for each virtual server .

o Configure a monitor for each service.

o Configure an HTTP virtual server to balance traffic sent to the servers.
o Bind HTTP services to the HTTP virtual server .

o Save and Verify the Configuration.

Enable the load balancing feature

You can configure load balancing entities such as services and virtual servers when the load balancing feature is
disabled, but they will not function until you enable the feature.

To enable load balancing by using the command line interface

At the command prompt, type the following command to enable load balancing and verify the configuration:

o enable ns feature LB
o show ns feature

Example
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> enabl e ns feature LoadBal anci ng
Done
> show ns feature

Feature Acronym St at us
1) Web Loggi ng WL OFF
2) Surge Protection SP ON
3) Load Bal anci ng LB ON
.24) Net Scal er Push push OFF

Done
To enable load balancing by using the configuration utility
Navigate to System > Settings and, in Configure Basic Features, select Load Balancing.
Configure a wildcard service for each firewall
To configure a wildcard service for each firewall by using the command line interface

At the command prompt, type:
add service <name> <serverName> ANY *

Example

add service Service-HITP-1 10.102.29.5 ANY *
To configure a wildcard service for each firewall by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services.
2. In the details pane, click Add.
3. Inthe Create Service dialog box, specify values for the following parameters as shown:
o Service Nameé&€’name
o Serverd€’serverName
4. In Protocol, select ANY, and in Port, select *.
5. Click Create, and then click Close. The service you created appears in the Services pane.

Configure a monitor for each wildcard service

A PING monitor is bound by default to the service. You will need to configure a transparent monitor to monitor hosts on
the trusted side through individual firewalls. You can then bind the transparent monitor to services. The default PING
monitor monitors the connectivity only between the NetScaler appliance and the upstream device. The transparent
monitor monitors all the devices existing in the path from the appliance to the device that owns the destination IP
address specified in the monitor. If a transparent monitor is not configured and the status of the firewall is UP but one of
the next hop devices from that firewall is down, the appliance includes the firewall while performing load balancing and
forwards the packet to the firewall. However, the packet is not delivered to the final destination because one of the next
hop devices is down. By binding a transparent monitor, if any of the devices (including the firewall) are down, the service
is marked as DOWN and the firewall is not included when the appliance performs firewall load balancing.

Binding a transparent monitor will override the PING monitor. To configure a PING monitor in addition to a transparent
monitor, after you create and bind a transparent monitor, you need to bind a PING monitor to the service.

To configure a transparent monitor by using the command line interface

At the command prompt, type the following commands to configure a transparent monitor and verify the configuration:

o add Ib monitor <monitorName> <type> [-destIP <ip_addr|ipv6_addr|*>] [-transparent (YES | NO )]
o bind Ib monitor <monitorName> <serviceName>

Example

add nmonitor nmonitor-HTTP-1 HTTP -destip 10.10.10.11 -transparent YES
bi nd nmonitor nmonitor-HITP-1 fw svcl

To create and bind a transparent monitor by using the configuration utility
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Navigate to Traffic Management > Load Balancing > Monitors.
In the details pane, click Add.
In the Create Monitor dialog box, specify values as shown:

o Name*

o Type*a€'type
o Destination IP
o Transparent

* A required parameter

Click Create, and then click Close. In the Monitors pane, select the monitor that you just configured and verify that the
settings displayed at the bottom of the screen are correct.

Configure a wildcard virtual server to load balance the traffic sent to the firewalls

To configure a wildcard virtual server to load balance the traffic sent to the firewalls by using the command line
interface

At the command prompt, type:
add Ib vserver <name> ANY * *

Example

add | b vserver Vserver-LB-1 ANY * *

To configure a wildcard virtual server to load balance the traffic sent to the firewalls by using the configuration utilit

1.
2.
3.

4.
5.

Navigate to Traffic Management > Load Balancing > Virtual Servers.
In the details pane, click Add.
In the Create Virtual Server (Load Balancing) dialog box, specify values for the following parameters as shown:
o Nameé&€”’name
In Protocol, select ANY, and in IP Address and Port, select *.
Click Create, and then click Close. The virtual server you created appears in the Load Balancing Virtual Servers pane.

Configure the virtual server in MAC rewrite mode

To configure the virtual server in MAC rewrite mode by using the command line interface

At the command prompt, type:

set |b vserver <nanme>@-m <RedirectionMode>

Example

set

| b vserver Vserver-LB-1 -m MAC

To configure the virtual server in MAC rewrite mode by using the configuration utility

1.
2.

3.
4.

Navigate to Traffic Management > Load Balancing > Virtual Servers.

In the details pane, select the virtual server for which you want to configure the redirection mode (for example,
Vserver-LB-1), and then click Open.

On the Advanced tab, under Redirection Mode, click MAC-Based.

Click OK.

Bind firewall services to the wildcard virtual server

To bind firewall services to the wildcard virtual server by using the command line interface

At the command prompt, type:

bind Ib vserver <name> <serviceName>

Example

bind | b vserver Vserver-LB-1 Service-HITP-1

To bind firewall services to the wildcard virtual server by using the configuration utility

1.
2.

Navigate to Traffic Management > Load Balancing > Virtual Servers, and select a virtual server.
Click in the Service section, and select a service to bind.
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Note: You can bind a service to multiple virtual servers.
Configure a service for each virtual server
To configure a service for each virtual server by using the command line interface

At the command prompt, type:
add service <name> <serverName> HTTP <port>
Example

add service Service-HTTP-1 10.102.29.5 HITP 80
To configure a service for each virtual server by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services.
2. In the details pane, click Add.
3. In the Create Service dialog box, specify values for the following parameters as shown:
o Service Namea€”"name
o Serveré€’serverName
o Porta€"port
4. In Protocol, specify HTTP. Under Available Monitors, select HTTP.
5. Click Create, and then click Close. The service you created appears in the Services pane.

Configure a monitor for each service
To bind a monitor to a service by using the command line interface

At the command prompt, type:
bind Ib monitor <monitorName> <ServiceName>

Example
bi nd nmon nonitor-HTTP-1 Service-HITP-1
To bind a monitor to a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services.
2. Open the service, and add a monitor.

Configure an HTTP virtual server to balance traffic sent to the servers
To configure an HTTP virtual server to balance traffic sent to the servers by using the command line interface

At the command prompt, type:
add Ib vserver <name> HTTP <ip> <port>

Example

add | b vserver Vserver-LB-1 HTTP 10.102.29.60 80
To configure an HTTP virtual server to balance traffic sent to the servers by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2. In the details pane, click Add.
3. Inthe Create Virtual Server (Load Balancing) dialog box, specify values for the following parameters as shown:
o Nameéa€’name
o |P Addressa€"IPAddress
Note: If the virtual server uses IPv6, select the IPv6 check box and enter the address in IPv6 format
(for example, 1000:0000:0000:0000:0005:0600:700a:888b).
o Porta€"port
4. Under Protocol, select HTTP.
5. Click Create, and then click Close. The virtual server you created appears in the Load Balancing Virtual Servers pane.

Bind HTTP services to the HTTP virtual server
To bind HTTP services to the wildcard virtual server by using the command line interface

At the command prompt, type:
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bind Ib vserver <name> <serviceName>

Example

bind I b vserver Vserver-LB-1 Service-HITP-1
To bind HTTP services to the wildcard virtual server by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and select a virtual server.
2. Click in the Service section, and select a service to bind.

Note: You can bind a service to multiple virtual servers.
Save and Verify the Configuration

When you've finished the configuration tasks, be sure to save the configuration. You should also check to make sure
that the settings are correct.

To save and verify the configuration by using the command line interface

At the command prompt, type the following commands to configure a transparent monitor and verify the configuration:

o save ns config
o show vserver

Example

save config
show | b vserver FW.BVI P2
FW.BVI P2 (*:*) - ANY Type: ADDRESS
State: UP
Last state change was at Mon Jun 14 07:22:54 2010
Time since last state change: 0 days, 00:00: 32. 760
Effective State: UP
Client Idle Tinmeout: 120 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED
No. of Bound Services : 2 (Total) 2 (Active)
Configured Met hod: LEASTCONNECTI ON
Current Method: Round Robin, Reason: A new service is bound
Mode: MAC
Per si st ence: NONE
Connection Fail over: DI SABLED

1) fwint-svecl (10.102.29.5: *) - ANY State: UP Weight: 1
2) fwint-svc2 (10.102.29.9: *) - ANY State: UP Weight: 1
Done
show service fwint-svcl
fwint-svcl (10.102.29.5:*) - ANY
St ate: DOMN
Last state change was at Thu Jul 8 14:44:51 2010
Time since last state change: 0 days, 00:01:50. 240
Server Nane: 10.102.29.5
Server ID: O Moni tor Threshold : O
Max Conn: O Max Req: O Max Bandwi dth: 0 kbits
Use Source |IP: NO
Client Keepalive(CKA): NO
Access Down Service: NO
TCP Buffering(TCPB): NO
HTTP Conpressi on(CVP): NO
Idle tineout: Cient: 120 sec Server: 120 sec
Client |IP: DI SABLED
Cacheabl e: NO

SC. OFF
SP: OFF
Down state flush: ENABLED
1) Moni t or Nane: nonitor-HTTP-1
State: DOMN Weight: 1
Probes: 9 Failed [Total: 9 Current: 9]

Last response: Failure - Tine out during TCP connection establishnment stage
Response Tine: 2000.0 mllisec
2) Moni t or Nane: ping
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State: UP Weight: 1
Probes: 3 Failed [Total: O Current: 0]
Last response: Success - | CWMP echo reply received.
Response Tine: 1.275 mllisec
Done

To save and verify the configuration by using the configuration utility

In the details pane, click Save.

In the Save Config dialog box, click Yes.

Navigate to Traffic Management > Load Balancing > Virtual Servers.

In the details pane, select the virtual server that you created in step 5 and verify that the settings displayed in the
Details pane are correct.

Navigate to Traffic Management > Load Balancing > Services.

In the details pane, select the service that you created in step 5 and verify that the settings displayed in the Details
pane are correct.

PwnE
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Monitoring a Firewall Load Balancing Setup in an Enterprise Environment

After the configuration is up and running, you should view the statistics for each service and virtual server to check for
possible problems.

Viewing the Statistics of a Virtual Server

Updated: 2013-09-05

To evaluate the performance of virtual servers or to troubleshoot problems, you can display details of the virtual servers
configured on the NetScaler appliance. You can display a summary of statistics for all the virtual servers, or you can
specify the name of a virtual server to display the statistics only for that virtual server. You can display the following
details:

Name

IP address

Port

Protocol

State of the virtual server
Rate of requests received
Rate of hits

O 00 O0OO0OO0OO O

To display virtual server statistics by using the command line interface

To display a summary of the statistics for all the virtual servers currently configured on the NetScaler, or for a single
virtual server, at the command prompt, type:

stat b vserver [-detail] [<xname>]

Example

>stat | b vserver -detail
Virtual Server(s) Summary

vsvrI P port Pr ot ocol State Req/ s Hts/s
One * 80 HTTP uP 5/s 0/s
Two * 0 TCP DOVWN 0/s 0/s
Thr ee * 2598 TCP DOVWN 0/s 0/s
dnsVi rtual NS 10. 102. 29. 90 53 DNS DOV 0/s 0/s
BRVSERV 10.10.1.1 80 HTTP DOWN 0/s 0/s
LBVI P 10. 102. 29. 66 80 HTTP upP 0/s 0/s

Done

To display virtual server statistics by using the configuration utility
1. Navigate to Traffic Management > Load Balancing > Virtual Servers > Statistics.

2. If you want to display the statistics for only one virtual server, in the details pane, select the virtual server, and click
Statistics.

Viewing the Statistics of a Service

Updated: 2013-08-28
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You can view the rate of requests, responses, request bytes, response bytes, current client connections, requests in
surge queue, current server connections, and so forth using the service statistics.

To view the statistics of a service by using the command line interface

At the command prompt, type:
stat service <name>

Example

stat service Service-HITP-1
To view the statistics of a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services > Statistics.
2. If you want to display the statistics for only one service, select the service, and click Statistics.
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Multiple-Firewall Environment

Note: This feature is available in NetScaler release 9.3.e and 10.

In a multiple-firewall environment, the NetScaler appliance is placed between two sets of firewalls, the external set
connecting to the public Internet, and the internal set connecting to the internal private network. The external set
typically handles the egress traffic. These firewalls mainly implement access control lists to allow or deny access to
external resources. The internal set typically handles the ingress traffic. These firewalls implement security to safeguard
the intranet from malicious attacks apart from load-balancing the ingress traffic. The multiple-firewall environment allows
you to load-balance traffic coming from another firewall. By default, the traffic coming from a firewall is not load balanced
on the other firewall across a NetScaler. Having firewall load balancing enabled on both the sides of NetScaler improves
the traffic flow in both the egress and ingress direction and ensures faster processing of the traffic.

Figure 1 shows a multiple-firewall load balancing environment
Figure 1. Firewall Load Balancing (multiple-firewall)
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With a configuration like the one shown in Figure 1, you can configure the NetScaler to load balance the traffic through
the an internal firewall even if it is load balanced by an external firewall. For example, with this feature configured, the
traffic coming from the external firewalls (firewalls 1, 2, and 3) is load balanced on the internal firewalls (firewalls 4, 5,
and 6) and vice versa.

Firewall load balancing is supported only for MAC mode LB virtual server.
The service type ANY configures the NetScaler to accept all traffic.

To avail benefits related to HTTP and TCP, configure the service and virtual server with type HTTP or TCP. For FTP to
work, configure the service with type FTP.

Configuring the NetScaler in a Multiple-Firewall Environment

Updated: 2015-05-18

To configure a NetScaler appliance in a multiple-firewall environment, you have to enable the load balancing feature,
configure a virtual server to load balance the egress traffic across the external firewalls, configure a virtual server to load

balance the ingress traffic across the internal firewalls, and enable firewall load balancing on the NetScaler. To configure a

virtual server to load balance traffic across a firewall in the multiple-firewall environment, you need to:

Configure a wildcard service for each firewall

Configure a monitor for each wildcard service

Configure a wildcard virtual server to load balance the traffic sent to the firewalls
Configure the virtual server in MAC rewrite mode

Bind firewall services to the wildcard virtual server

aghrwdE

Enabling the load balancing feature
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To configure and implement load balancing entities such as services and virtual servers, you need to enable the load
balancing feature on the NetScaler device.

To enable load balancing by using the command line interface

At the command prompt, type the following command to enable load balancing and verify the configuration:

o enable ns feature <f eat ur eNane>
o show ns feature

Example

enabl e ns feature LoadBal anci ng
Done

show ns feature

Feature Acronym St at us

1) Web Loggi ng W. OFF
2) Surge Protection SP ON
3) Load Bal ancing LB ON

24) Net Scal er Push push OFF
Done

To enable load balancing by using the configuration utility

1. In the navigation pane, expand System, and then click Settings.
2. In the Settings pane, under Modes and Features, click Change basic features.
3. In the Configure Basic Features dialog box, select the Load Balancing check box, and then click Ok.

Configuring a wildcard service for each firewall

To accept traffic from all the protocols, you need to configure wildcard service for each firewall by specifying support for all
the protocols and ports.

To configure a wildcard service for each firewall by using the command line interface

At the command prompt, type the following command to configure support for all the protocols and ports:
add service <nane>@<serverName> <serviceType> <port_number>

Example

add service fwsvcl 10.102.29.5 ANY *
To configure a wildcard service for each firewall by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services.
2. In the details pane, click Add.
3. In the Create Services dialog box, specify values for the following parameters as shown:

o Service Namea€’name
o Servera€’serverName

* A required parameter

4. In Protocol, select Any and in Port, select *.
5. Click Create, and then click Close. The service you created appears in the Services pane.

Configuring a monitor for each service

A PING monitor is bound by default to the service. You will need to configure a transparent monitor to monitor hosts on
the trusted side through individual firewalls. You can then bind the transparent monitor to services. The default PING
monitor monitors the connectivity only between the NetScaler appliance and the upstream device. The transparent
monitor monitors all the devices existing in the path from the appliance to the device that owns the destination IP
address specified in the monitor. If a transparent monitor is not configured and the status of the firewall is UP but one of
the next hop devices from that firewall is down, the appliance includes the firewall while performing load balancing and
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forwards the packet to the firewall. However, the packet is not delivered to the final destination because one of the next
hop devices is down. By binding a transparent monitor, if any of the devices (including the firewall) are down, the service
is marked as DOWN and the firewall is not included when the appliance performs firewall load balancing.

Binding a transparent monitor will override the PING monitor. To configure a PING monitor in addition to a transparent
monitor, after you create and bind a transparent monitor, you need to bind a PING monitor to the service.

To configure a transparent monitor by using the command line interface

At the command prompt, type the following commands to configure a transparent monitor and verify the configuration:

o add Ib monitor <monitorName> <type> [-destIP <ip_addr|ipv6_addr|*>] [-transparent (YES | NO )]
o bind Ib monitor <monitorName> <serviceName>

Example

add nmonitor monitor-HITP-1 HITP -destip 10.10.10.11 -transparent YES
bi nd nonitor nonitor-HTTP-1 fw svcl

To create and bind a transparent monitor by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Monitors.

2. In the details pane, click Add.

3. In the Create Monitor dialog box, specify values for the following parameters as shown:
o Name*
o Type*a€'type
o Destination IP
o Transparent

* A required parameter

4. Click Create, and then click Close. In the Monitors pane, select the monitor that you just configured and verify that the
settings displayed at the bottom of the screen are correct.

Configuring a virtual server to load balance the traffic sent to the firewalls

To load balance any kind of traffic, you need to configure a wildcard virtual server specifying the protocol and port as any
value.

To configure a virtual server to load balance the traffic sent to the firewalls by using the command line interface

At the command prompt, type the following command:
add Ib vserver <nanme>@x<serviceType> <IPAddress> <port_number>

Example

add | b vserver Vserver-LB-1 ANY * *

To configure a virtual server to load balance the traffic sent to the firewalls by using the configuration utility
1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2. In the details pane, click Add.

3. In Protocol, select Any, and in IP Address and Port, select *.
4. Click Create, and then click Close. The virtual server you created appears in the Load Balancing Virtual Servers pane.

Configuring the virtual server to MAC rewrite mode

To configure the virtual server to use MAC address for forwarding the incoming traffic, you need to enable the MAC rewrite
mode.

To configure the virtual server in MAC rewrite mode by using the command line interface

At the command prompt, type the following command:
set |b vserver <nanme>@-m <RedirectionMode>

Example

set |b vserver Vserver-LB-1 -m MAC
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To configure the virtual server in MAC rewrite mode by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.

2. In the details pane, select the virtual server for which you want to configure the redirection mode (for example,
Vserver-LB1), and then click Open.

3. On the Advanced tab, under the Redirection Mode mode, click Open.

4. Click Ok.

Binding firewall services to the virtual server
To access a service on NetScaler, you need to bind it to a wildcard virtual server.
To bind firewall services to the virtual server by using the command line interface

At the command prompt, type the following command:
bind Ib vserver <nane>@<serviceName>

Example

bind I b vserver Vserver-LB-1 Service-HITP-1
To bind firewall services to the virtual server by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.

2. In the details pane, select the virtual server for which you want to configure the redirection mode (for example,
Vserver-LB1), and then click Open.

3. In the Configure Virtual Server (Load Balancing) dialog box, on the Services tab, select the Active check box next to
the service that you want to bind to the virtual server(for example, Service-HTTP-1).

4. Click Ok.

Configuring the multiple-firewall load balancing on the NetScaler Appliance

To load balance traffic on both the sides of a NetScaler using firewall load balancing, you need to enable mulitpl-firewall load
balancing by using the vServerSpecificMac parameter.

To configure multiple-firewall load balancing by using the command line interface

At the command prompt, type the following command:
set Ib parameter -vServerSpecificMac <status>

Example
set | b paraneter -vServer SpecificMac ENABLED
To configure multiple-firewall load balancing by using the configuration utility
1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2. In the details pane, select the virtual server for which you want to configure the redirection mode (for example,
Configure Load Balancing parameters).

3. Inthe Set Load Balancing Parameters dialog box, select the Virtual Server Specific MAC check box.
4. Click Ok.

Saving and Verifying the Configuration

When you've finished the configuration tasks, be sure to save the configuration. You should also check to make sure
that the settings are correct.

To save and verify the configuration by using the command line interface

At the command prompt, type the following commands to configure a transparent monitor and verify the configuration:

o save ns config
o show vserver

Example

save config

show | b vserver FW.BVI P2
FW.BVI P2 (*:*) - ANY Type: ADDRESS
State: UP
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Last state change was at Mon Jun 14 07:22:54 2010

Time since last state change: 0 days, 00:00: 32.760
Effective State: UP

Client Idle Tineout: 120 sec

Down state flush: ENABLED

Di sable Primary Vserver On Down : DI SABLED

No. of Bound Services : 2 (Total) 2 (Active)

Configured Method: LEASTCONNECTI ON

Current Method: Round Robin, Reason:
Mode: MAC
Per si st ence: NONE
Connection Failover: DI SABLED
1) fwint-svcl (10.102.29.5: *) - ANY State:
2) fwint-svc2 (10.102.29.9: *) - ANY State:
Done
show service fwint-svcl
fwint-svcl (10.102.29.5:*) - ANY

State: DOMW
Last state change was at Thu Jul

Time since |last state change: 0 days,
Server Nane: 10.102.29.5

Server ID: O Moni tor Threshold : 0
Max Conn: O Max Req: O

Use Source | P:. NO

Client Keepalive(CKA): NO

Access Down Service: NO

TCP Buffering(TCPB): NO

HTTP Conpressi on(CVWP): NO

Idle timeout: Client: 120 sec Serve

Client |P: DI SABLED

Cacheabl e: NO

SC. OFF

SP: OFF

Down state flush: ENABLED

1) Moni t or Name: nonitor-HTTP-1
State: DOWN Weight: 1
Probes: 9 Fail ed [ Tot al
Last response: Failure - Tine
Response Tine: 2000.0 millise
2) Moni t or Nane: ping
State: UP Weight: 1
Probes: 3 Fail ed [Tot al
Last response: Success -
Response Tinme: 1.275 mllisec
Done

A new service is bound

UP Wi ght :
UP Wi ght :

1
1

8 14:44:51 2010

00: 01: 50. 240

Max Bandw dth: 0 kbits

r: 120 sec

9 Current: 9]
out during TCP connection establishment stage
c

0 Current: 0]

| CMP echo reply received.

To save and verify the configuration by using the configuration utility

In the details pane, click Save.
In the Save Config dialog box, click Yes.

rPwnNE

Details pane are correct.

ou

pane are correct.

Monitoring a Firewall Load Balancing
Environment

Navigate to Traffic Management > Load Balancing > Virtual Servers.
In the details pane, select the virtual server that you created in step 5 and verify that the settings displayed in the

Navigate to Traffic Management > Load Balancing > Services.
In the details pane, select the service that you created in step 5 and verify that the settings displayed in the Details

Setup in a Multiple-Firewall

After the configuration is up and running, you should view the statistics for each service and virtual server to check for

possible problems.
Viewing the Statistics of a Virtual Server

Updated: 2013-09-05

To evaluate the performance of virtual servers or to troubleshoot problems, you can display details of the virtual servers
configured on the NetScaler appliance. You can display a summary of statistics for all the virtual servers, or you can
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specify the name of a virtual server to display the statistics only for that virtual server. You can display the following
details:

Name

IP address

Port

Protocol

State of the virtual server
Rate of requests received
Rate of hits

O 0 O0OO0OOO0OO O

To display virtual server statistics by using the command line interface

To display a summary of the statistics for all the virtual servers currently configured on the NetScaler, or for a single
virtual server, at the command prompt, type:

stat Ib vserver [-detail] [<name>]

Example

>stat | b vserver -detail
Virtual Server(s) Summary

vsvrl P port Pr ot ocol State Req/ s Hts/s
One * 80 HTTP upP 5/s 0/s
Two * 0 TCP DOVWN 0/s 0/s
Thr ee * 2598 TCP DOVWN 0/s 0/s
dnsVi rtual NS 10. 102. 29. 90 53 DNS DOVWN 0/s 0/s
BRVSERV 10.10.1.1 80 HTTP DOWN 0/s 0/s
LBVI P 10. 102. 29. 66 80 HTTP upP 0/s 0/s

Done

To display virtual server statistics by using the configuration utility
1. Navigate to Traffic Management > Load Balancing > Virtual Servers > Statistics.

2. If you want to display the statistics for only one virtual server, in the details pane, select the virtual server, and click
Statistics.

Viewing the Statistics of a Service
Updated: 2013-08-28

You can view the rate of requests, responses, request bytes, response bytes, current client connections, requests in
surge queue, current server connections, and so forth using the service statistics.

To view the statistics of a service by using the command line interface

At the command prompt, type:
stat service <name>

Example

stat service Service-HITP-1
To view the statistics of a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services > Statistics.
2. If you want to display the statistics for only one service, select the service, and click Statistics.
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Global Server Load Balancing

NetScaler appliances configured for global server load balancing (GSLB) provide for disaster recovery and ensure
continuous availability of applications by protecting against points of failure in a wide area network (WAN). GSLB can
balance the load across data centers by directing client requests to the closest or best performing data center, or to
surviving data centers in case of an outage.

Following are some typical GSLB configurations:

o Active-active data center setup. Consists of multiple active data centers. Client requests are load
balanced across active data centers.

o Active-standby data center setup. Consists of an active and a standby data center. When a failover
occurs as a result of a disaster event, the standby data center becomes operational.

o Proximity setup. Directs client requests to the data center that is closest in geographical distance or
network distance.

In a typical configuration, a local DNS server sends client requests to a GSLB virtual server, to which are bound GSLB
services. A GSLB service identifies a load balancing or content switching virtual server, which can be at the local site or
a remote site. If the GSLB virtual server selects a load balancing or content switching virtual server at a remote site, it
sends the virtual server&€™s |IP address to the DNS server, which sends it to the client. The client then resends the
request to the new virtual server at the new IP.

The GSLB entities that you must configure are the GSLB sites, the GSLB services, the GSLB virtual servers, load
balancing or content switching virtual servers, and authoritative DNS (ADNS) services. You must also configure MEP.
You can also configure DNS views to expose different parts of your network to clients accessing the network from
different locations.

Note: To take full advantage of the NetScaler GSLB features, you should use NetScaler appliances for load balancing or
content switching at each data center, so that your GSLB configuration can use the proprietary Metric Exchange Protocol
(MEP) to exchange site metrics.

citrix.com

179



How GSLB Works

With ordinary DNS, when a client sends a domain name system (DNS) request, it receives a list of IP addresses of the
domain or service. Generally, the client chooses the first IP address in the list and initiates a connection with that server.
The DNS server uses a technique called DNS round robin to rotate through the IPs on the list, sending the first IP
address to the end of the list and promoting the others after it responds to each DNS request. This technique ensures
equal distribution of the load, but it does not support disaster recovery, load balancing based on load or proximity of
servers, or persistence.

When you configure GSLB on NetScaler appliances and enable Metric Exchange Protocol (MEP), the appliances use
the DNS infrastructure to connect the client to the data center that best meets the criteria that you set. The criteria can
designate the least loaded data center, the closest data center, the data center that responds most quickly to requests
from the clienta€™s location, a combination of those metrics, and SNMP metrics. An appliance keeps track of the
location, performance, load, and availability of each data center and uses these factors to select the data center to
which to send a client request.

A GSLB configuration consists of a group of GSLB entities on each appliance in the configuration. These entities
include GSLB sites, GSLB services, GSLB virtual servers, load balancing and/or content switching servers, and ADNS
services.

This document includes the following information:
o GSLB Sites
o GSLB Services
o GSLB Virtual Servers
o Load Balancing or Content Switching Virtual Servers
o ADNS Services

o DNS VIPs

GSLB Sites

A typical GSLB setup consists of data centers, each of which has various network appliances that may or may not be
NetScaler appliances. The data centers are called GSLB sites. Each GSLB site is managed by a NetScaler appliance
that is local to that site. Each of these appliances treats its own site as the local site and all other sites, managed by
other appliances, as remote sites.

If the appliance that manages a site is the only NetScaler appliance in that data center, the GSLB site hosted on that
appliance acts as a bookkeeping placeholder for auditing purposes, because no metrics can be collected. Typically, this
happens when the appliance is used only for GSLB, and other products in the data center are used for load balancing or
content switching.

GSLB Services

A GSLB service is usually a representation of a load balancing or content switching virtual server, although it can
represent any type of virtual server. The GSLB service identifies the virtual serveré€™s IP address, port number, and
service type. GSLB services are bound to GSLB virtual servers on the NetScaler appliances managing the GSLB sites.
A GSLB service bound to a GSLB virtual server in the same data center is local to the GSLB virtual server. A GSLB
service bound to a GSLB virtual server in a different data center is remote from that GSLB virtual server.

GSLB Virtual Servers

A GSLB virtual server has one or more GSLB services bound to it, and load balances traffic among those services. It
evaluates the configured GSLB methods (algorithms) to select the appropriate service to which to send a client request.
Because the GSLB services can represent either local or remote servers, selecting the optimal GSLB service for a
request has the effect of selecting the data center that should serve the client request.

The domain for which global server load balancing is configured must be bound to the GSLB virtual server, because
one or more services bound to the virtual server will serve requests made for that domain.

Unlike other virtual servers configured on a NetScaler appliance, a GSLB virtual server does not have its own virtual IP
address (VIP).
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Load Balancing or Content Switching Virtual Servers

Updated: 2013-09-13

A load balancing or content switching virtual server represents one or many physical servers on the local network.
Clients send their requests to the load balancing or content switching virtual servera€™s virtual IP (VIP) address, and
the virtual server balances the load across the physical servers. After a GSLB virtual server selects a GSLB service
representing either a local or a remote load balancing or content switching virtual server, the client sends the request to
that virtual servera€™s VIP address.

For more information about load balancing or content switching virtual servers and services, see Load Balancing, or
Content Switching .

ADNS Services

An ADNS service is a special kind of service that responds only to DNS requests for domains for which the NetScaler
appliance is authoritative. When an ADNS service is configured, the appliance owns that IP address and advertises it.
Upon reception of a DNS request by an ADNS service, the appliance checks for a GSLB virtual server bound to that
domain. If a GSLB virtual server is bound to the domain, it is queried for the best IP address to which to send the DNS
response.

DNS VIPs

A DNS virtual IP is a virtual IP (VIP) address that represents a load balancing DNS virtual server on the NetScaler
appliance. DNS requests for domains for which the NetScaler appliance is authoritative can be sent to a DNS VIP.
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Configuring Global Server Load Balancing (GSLB)

Global server load balancing is used to manage traffic flow to a web site hosted on two separate server farms that
ideally are in different geographic locations. For example, consider a Web site, www.mycompany.com, which is hosted
on two geographically separated server farms or data centers. Both server farms use NetScaler appliances. The
NetScaler appliances in these server farms are set up in one-arm mode and function as authoritative DNS servers for
the www.mycompany.com domain. The following figure illustrates this configuration.

Figure 1. Basic GSLB Topology

Location: East Coast, USA

Datacenter-1, Active Site

Domain: www.mycompany.com Citrix NetScaler
NSIP: 10.14.39.20
MIP: 10.14.39.21

Clients

Citrix NetScaler

) NSIP; 192.168.100.100
Location: West Coast, USA MIP: 192.168.100.101

Datacenter-2, Active Site
Domain: www.mycompany.com

To configure such a GSLB setup, you must first configure a standard load balancing setup for each server farm or data
center. This enables you to balance load across the different servers in each server farm. Then, configure both
NetScaler appliances as authoritative DNS (ADNS) servers. Next, create a GSLB site for each server farm, configure
GSLB virtual servers for each site, create GLSB services, and bind the GSLB services to the GSLB virtual servers.
Finally, bind the domain to the GSLB virtual servers. The GSLB configurations on the two appliances at the two different
sites are identical, although the load-balancing configurations for each site is specific to that site.

Note: To configure a GSLB site in a NetScaler cluster setup, see Setting Up GSLB in a Cluster.

Configuring a Standard Load Balancing Setup
Updated: 2013-08-30

A load balancing virtual server balances the load across different physical servers in the data center. These servers are
represented as services on the NetScaler appliance, and the services are bound to the load balancing virtual server.

For details on configuring a basic load balancing setup, see Load Balancing.
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Configuring an Authoritative DNS Service

When you configure the NetScaler appliance as an authoritative DNS server, it accepts DNS requests from the client
and responds with the IP address of the data center to which the client should send requests.

Note: For the NetScaler to be authoritative, you must also create SOA and NS records. For more information about SOA and
NS records, see "Domain Name System".

To create an ADNS service by using the command line interface
At the command prompt, type the following commands to create an ADNS service and verify the configuration:

o add service <nane> <| P>@ADNS <port>
o show service <name>

Example

add service Service-ADNS-1 10. 14. 39.21 ADNS 53
show servi ce Service- ADNS- 1

To modify an ADNS service by using the command line interface

At the command prompt, type the following command:
set service <name> <IPAddress> ADNS <port>

Example
set service Service-ADNS-1 10. 14. 39.21 ADNS 53

To remove an ADNS service by using the command line interface

At the command prompt, type the following command:
rm service <name>

Example

rm service Service- ADNS- 1

To configure an ADNS service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services.
2. Add a new ADNS service, or select an existing service and edit its settings.
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Configuring a Basic GSLB Site

A GSLB site is a representation of a data center in your network and is a logical grouping of GSLB virtual servers,
services, and other network entities. Typically, in a GSLB set up, there are many GSLB sites that are equipped to serve
the same content to a client. These are usually geographically separated to ensure that the domain is active even if one
site goes down completely. All of the sites in the GSLB configuration must be configured on every NetScaler appliance
hosting a GSLB site. In other words, at each site, you configure the local GSLB site and each remote GSLB site.

Once GSLB sites are created for a domain, the NetScaler appliance sends client requests to the appropriate GSLB site
as determined by the GSLB algorithms configured.

To create a GSLB site by using the command line interface
At the command prompt, type the following commands to create a GSLB site and verify the configuration:

o add gslb site <siteName> <sitelPAddress>
o show gslb site <siteName>

Example

add gslb site Site-GSLB-East-Coast 10.14.39.21
show gl sb site Site-GSLB-East- Coast

To modify or remove a GSLB Site by using the command line interface

o To modify a GSLB site, use the set gslb site command, which is just like using the add gslb site command,

except that you enter the name of an existing GSLB Site.

o To unset a site parameter, use the unset gslb site command, followed by the siteName value and the name

of the parameter to be reset to its default value.
o To remove a GSLB site, use the rm gslb site command, which accepts only the <name> argument.

To configure a basic GSLB site by using the configuration utility

1. Navigate to Traffic Management > GSLB > Sites.
2. Add a new GSLB site, or select an existing GSLB site and edit its settings.

To view the statistics of a GSLB site by using the command line interface

At the command prompt, type:
stat gslb site <siteName>

Example
stat gslb site Site-GSLB-East- Coast

To view the statistics of a GSLB site by using the configuration utility

1. Navigate to Traffic Management > GSLB > Sites.
2. Select the GSLB site and click Statistics.
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Configuring a GSLB Service

A GSLB service is a representation of a load balancing or content switching virtual server. A local GSLB service represents a
local load balancing or content switching virtual server. A remote GSLB service represents a load balancing or content
switching virtual server configured at one of the other sites in the GSLB setup. At each site in the GSLB setup, you can create
one local GSLB service and any number of remote GSLB services.

Creating GSLB Services

To create a GSLB service by using the command line interface

At the command prompt, type the following commands to create a GSLB service and verify the configuration:

o add gslb service <serviceName> <serverName | IP> <serviceType> <port>-siteName <string>
o show gslb service <serviceName>

Example

add gslb service Service-GSLB-1 10. 14.39. 14 HTTP 80 a€“siteNanme Site- GSLB- East - Coast
show gsl b service Service-GSLB-1

To modify or remove a GSLB service by using the command line interface

o To modify a GSLB service, use the set gslb service <serviceName> command. For this command, specify
the name of the GSLB service whose configuration you want to modify. You can change the existing values
of the parameters either specified by you or set by default. You can change the value of more than one
parameter in the same command. Refer to the add gslb service command for details about the parameters.
Example

> set gslb service SKP_GSLB _NOTCNAME SVC2 -maxBandWdth 25 -nmaxClient 8
Done

> sh gslb service SKP_GSLB NOTCNAME SVC2

SKP_GSLB_NOTCNAME_SVC2 (21.211.21.21: 80)- HTTP

Nax Conn: 8 Max Bandwi dth: 25 kbits

o To reset a parameter to its default value, you can use the unset gslb service <serviceName> command and
the parameters to be unset. Example

> unset gslb service SKP_GSLB _NOTCNAME SVC2 naxBandW dt h
Done

> sh gslb service SKP_GSLB_NOTCNAME_SVC2
SKP_GSLB_NOTCNAME _SVC2 (21.211.21.21: 80)- HTTP

Max Conn: 8 Max Bandwi dth: O kbits
o To remove a GSLB service, use the rm gslb service <serviceName> command.

To create a GSLB service by using the configuration utility

1. Navigate to Traffic Management > GSLB > Services.
2. Add a new GSLB service, or select an existing service and edit its settings.

To view the statistics of a GSLB service by using the command line interface

At the command prompt, type:
stat gslb service <serviceName>

Example

stat gslb service Service-GSLB-1
To view the statistics of a GSLB service by using the configuration utility

1. Navigate to Traffic Management > GSLB > Services.
2. Select the GSLB Service and click Statistics.
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Configuring a GSLB Virtual Server

A GSLB virtual server is an entity that represents one or more GSLB services and balances traffic between them. It evaluates
the configured GSLB methods or algorithms to select a GSLB service to which to send the client request.

Creating GSLB Virtual Servers

To create a GSLB virtual server by using the command line interface

At the command prompt, type the following commands to add a GSLB virtual server and verify the configuration:

o add gslb vserver <name> <serviceType> -ipType (IPv4 | IPv6)
o show gslb vserver <name>

Example
add gsl b vserver Vserver-GSLB-1 HITP -ipType |Pv4
add gslb vserver Vserver-GSLB-2 HITP -ipType |Pv6

show gsl b vserver Vserver-GSLB-1
show gsl b vserver Vserver-GSLB-2

To modify or remove a GSLB virtual server by using the command line interface

o To modify a GSLB virtual server, use the set gslb vserver command, which is just like using the add gslb
vserver command, except that you enter the name of an existing GSLB virtual server.

o To reset a parameter to is default value, you can use the unset gslb vserver command followed by the
vserverName value and the name of the parameter to be unset.

o To remove a GSLB virtual server, use the rm gslb vserver command, which accepts only the <name>
argument.

To configure a GSLB virtual server by using the configuration utility

1. Navigate to Traffic Management > GSLB > Virtual Servers.
2. Add a new GSLB virtual server, or select an existing GSLB virtual server and edit its settings.

To view the statistics of a GSLB virtual server by using the command line interface

At the command prompt, type:
stat gslb vserver <nane>

Example

stat gslb vserver Vserver-GSLB-1

To view the statistics of a GSLB virtual server by using the configuration utility
Navigate to Traffic Management > GSLB > Virtual Servers, select the virtual server and click Statistics.
Statistics of a GSLB service

When you run the stat gslb service command from the command line or click on the Statistics link from the configuration
utility, the following details of the service will be displayed:

o Request bytes. Total number of request bytes received on this service or virtual server.

o Response bytes. Number of response bytes received by this service or virtual server.

o Current client established connections. Number of client connections in ESTABLISHED state.

o Current load on the service. Load on the service (Calculated from the load monitor bound to the service).

The data of number of requests and responses, and the number of current client and server connections may not be
displayed or may not be synchronized with the data of the corresponding load balancing virtual server.

Clearing the GSLB virtual server or service statistics

Note: This feature is available in NetScaler release 10.5.e.

citrix.com 186



You can now clear the statistics of a GSLB virtual server and service. NetScaler ADC provides the following two options
to clear the statistics:

o Basic: Clears the statistics that are specific to the virtual server but retains the statistics that are contributed
by the bound GLSB service.
o Full: Clears both the virtual server and the bound GSLB service statistics.

To clear the statistics of a GSLB virtual server by using the command line interface

At the command prompt, type:
stat gslb vserver <name> -clearstats <basic | full>

Example
stat gslb vserver Vserver-GSLB-1 a€“clearstats basic
To clear the statistics of a GSLB service by using the command line interface

At the command prompt, type:
stat gslb service <name> -clearstats <basic | full>

Example

stat gslb service service-GSLB-1 &€“cl earstats basic

To clear the statistics of a GSLB virtual server by using the configuration utility
1. Navigate to Traffic Management > GSLB > Virtual Servers.
2. Select the GSLB virtual server and, click Statistics, and then click Clear.

3. From the Clear drop-down list, select Basic or Full, and then click OK.

To clear the statistics of a GSLB service by using the configuration utility
1. Navigate to Traffic Management > GSLB > Services.

2. Select the GSLB service and, click Statistics, and then click Clear.
3. From the Clear drop-down list, select Basic or Full, and then click OK.

Enabling and Disabling GSLB Virtual Servers

Updated: 2014-11-21

When you create a GSLB virtual server, it is enabled by default. If you disable it, it cannot process traffic. A disabled GSLB
virtual server is not included in GSLB configuration but is not removed from the NetScaler appliance.

To enable or disable a GSLB virtual server by using the command line interface

At the command prompt, type one of the following commands:

o enable gslb vserver <nane>@
o disable gslb vserver <name>@

Example

enabl e gsl b vserver Vserver-GSLB-1
di sabl e gsl b vserver Vserver-GSLB-1

To enable or disable a GSLB virtual server by using the configuration utility

1. Navigate to Traffic Management > GSLB > Virtual Servers.
2. Select a virtual server and, from the Action list, select enable or disable.
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Binding GSLB Services to a GSLB Virtual Server

Once the GSLB services and virtual server are configured, relevant GSLB services must be bound to the GSLB virtual server
to activate the configuration.

To bind a GSLB service to a GSLB virtual server by using the command line
interface

At the command prompt, type the following commands to bind a GSLB service to a GSLB virtual server and verify the
configuration:

o bind gslb vserver <name> -serviceName <string>
o show gslb vserver <name>

Example

bi nd gslb vserver Vserver-GSLB-1 -serviceNane Service-GSLB-1
show gsl b vserver Vserver-GSLB-1

To unbind a GSLB service from a GSLB virtual server by using the command
line interface

At the command prompt, type:
unbind gslb vserver <name> -serviceName <string>

To bind GSLB services by using the configuration utility

1. Navigate to Traffic Management > GSLB > Virtual Servers and double-click a virtual server.
2. Click in the Domains section, and configure a domain and bind the domain.

citrix.com 188



Binding a Domain to a GSLB Virtual Server

To make a NetScaler appliance the authoritative DNS server for a domain, you must bind the domain to the GSLB
virtual server. When you bind a domain to a GSLB virtual server, the NetScaler adds an address record for the domain,
containing the name of the GSLB virtual server. The start of authority (SOA) and name server (NS) records for the
GSLB domain must be added manually.

For details on configuring SOA and NS records, see "Domain Name System".

To bind a domain to a GSLB virtual server by using the command line
interface

At the command prompt, type the following commands to bind a domain to a GSLB virtual server and verify the
configuration:

o bind gslb vserver <name> -domainName <string>
o show gslb vserver <name>

Example

bi nd gsl b vserver Vserver-GSLB-1 -donmai nName www. myconpany. com
show gsl b vserver Vserver-GSLB-1

To unbind a GSLB domain from a GSLB virtual server by using the command
line interface

At the command prompt, type:
unbind gslb vserver <name> -domainName <string>

To bind adomain to a GSLB virtual server by using the configuration utility

1. Navigate to Traffic Management > GSLB > Virtual Servers.
2. In GSLB Virtual Servers pane, select the GSLB Virtual Server to which you want to bind the domain (for example,
Vserver-GSLB-1) and click Open.
3. In the Configure GSLB Virtual Server dialog box, on the Domains tab, do one of the following:
o To create a new Domain, click Add.
o To modify an existing Domain, select the domain, and then click Open.
4. In the Create GSLB Domain or Configure GSLB Domain dialog box, specify values for the following parameters as
shown:
o Domain Name*a€"domainName (for example, www.mycompany.com)

* A required parameter

5. Click Create.
6. Click OK.

To view the statistics of a domain by using the command line interface

At the command prompt, type:
stat gslb domain <name>

Example
stat gslb domai n www. nyconpany. com
Note: To view statistics for a particular GSLB domain, enter the name of the domain exactly as it was added to the NetScaler

appliance. If you do not specify the domain name, or if you specify an incorrect domain name, statistics for all configured
GSLB domains are displayed.

To view the statistics of a domain by using the configuration utility

1. Navigate to Traffic Management > GSLB > Virtual Servers.
2. In GSLB Virtual Servers pane, select the GSLB Virtual Server (for example, Vserver-GSLB-1) and click Open.
3. In the Configure GSLB Virtual Server dialog box, on the Domains tab, select the domain, and then click Statistics.
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To view the configuration details of the entities bound to a GSLB domain

using the command line

Note: This feature is available in NetScaler release 10.5.e.

At the command prompt, type:
show gslb domain <name>

Example

show gsl b domain gsl bl.com
gsl bl. com
gvsl - HITP state: DOMN
DNS Record Type: A

Configured Method: LEASTCONNECTI ON

Backup Met hod: ROUNDROBI N
Persi stence Type: NONE

Enpty Down Response: DI SABLED

Multi | P Response: DI SABLED
Dynam ¢ Wei ghts: DI SABLED

gsvcl (10.102.239.165: 80)-
Dynamic Wight: O
Effective State: DOM
Threshol d : BELOW

Monitor Name : http

HTTP State: DOM Weight: 1

Cunul ative Weight: 1

State: DOMN  Weight: 1

Probes: 144
Last response:
Response Ti ne:

gsvc2 (10.102.239.179: 80)-

Effective State: DOM
Threshol d : BELOW

Failed [Total: 144 Current:

Failure - TCP syn sent,
2000 millisec

reset

HTTP State: DOM Weight: 1
Dynanmic Wight: O Cunul ative Weight: 1

Moni tor Nanme : http-ecv
State: DOMN  Weight: 1

Probes: 141

Last response:

Response Ti ne:
Done

Failed [Total :
Failure - TCP syn sent,
2000 millisec

141 Current:

reset

144]

recei ved.

141]

recei ved.

To view the configuration details of the entities bound to a GSLB domain by

using the configuration utility

Note: This feature is available in NetScaler release 10.5.e.

1. Navigate to Traffic Management > GSLB > Virtual Servers and double-click a virtual server.

2. Click the field below the Domains pane.

3. Inthe GSLB Virtual Server Domain Binding dialog box, select a domain, and then click Show Bindings.
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Synchronizing a Configuration in a GSLB Setup

Typically, a GSLB setup has a few data centers with a GSLB site configured for each data center. In each NetScaler,
participating in GSLB, configure one GSLB site as a local site and the others as remote sites. When you add another
GSLB site at a later point of time, ensure that all the GSLB sites have the same configuration. To have the same
configuration on all the GSLB sites, you can use the NetScaler appliance's GSLB configuration synchronization option.

The NetScaler appliance from which you use the synchronization option is referred to as the 'master node' and the
GSLB sites on which the configuration is copied as 'slave nodes'. When you synchronize a GSLB configuration, the
configurations on all the GSLB sites participating in the GSLB setup are made similar to that on the master node.

Synchronization (may also be referred to as ‘auto sync') is carried out in the following manner:

o The master node finds the differences between the configuration of the master node and slave node, and
changes the configuration of the slave node to make it similar to the master node.

If you force a synchronization (use the ‘force sync' option), the NetScaler deletes the GSLB
configuration from the slave node and then configures the slave to make it similar to the master node.

o During synchronization, if a command fails, synchronization is not aborted.
o Synchronization is done only on the parent sites. If a GSLB site is configured as a child site, its configuration
is not affected by synchronization.

Note: On the remote GSLB site RPC node, configure the firewall to accept auto-sync connections by specifying the remote
site IP (cluster IP address for cluster setup) and port (3010 for RPC and 3008 for secure RPC). The source IP address that
will be used for auto-sync is the NSIP of the master node (NSIP of the configuration coordinator in a cluster setup).

If you use the saveconf i g option, the sites that participate in the synchronization process automatically save their
configuration, in the following way:

1. The master node saves its configuration immediately before it initiates the process of synchronization.

2. After the process of synchronization is complete, the slave nodes save their configuration. A slave node saves its
configuration only if the configuration difference was applied successfully on it. If synchronization fails on a slave
node, you must manually investigate the cause of the failure and take corrective action.

Limitations of synchronization:

o On the master node, the names of the remote GSLB sites must be identical to the names of sites configured
on the NetScaler appliances hosting those sites.
o During the synchronization, traffic disruptions may occur.
o NetScaler can synchronize only up to 80000 lines of the configuration.
o Synchronization may fail:
e [f the spill over method is changed from CONNECTION to DYNAMIC CONNECTION.
e If you interchange the site prefix of the GSLB services bound to a GSLB virtual server on the master
node and then try to synchronize.
¢ If the RPC node passwords are different for NetScaler IP address (NSIP) and loopback IP address.
o If you have configured the GSLB sites as High Availability (HA) pairs, the RPC node passwords of primary
and secondary nodes should be same.
o If you rename any GLSB entity that are part of your GSLB configuration (use &€ceshow gslb
runningConfigd€s command to display the GSLB configuration). You need to use the force sync option to
synchronize the configuration to other GSLB sites.

Note: To overcome the limitations due to some settings in the GSLB configuration, you can use the force sync option. But, if
you use the force sync option the GSLB entities are removed and re-added to the configuration and the GSLB statistics are
reset to zero. Hence the traffic is disrupted during the configuration change.

Before you start the synchronization of a GSLB setup, make sure that:

o On all the GSLB sites including the master node, management access should be enabled for the IP address
of the corresponding GSLB site. The IP address of a GSLB site must be an IP address owned by the
NetScaler.

For more information about adding the GSLB site IP addresses and enabling Management Access, see
"Configuring a Basic GSLB Site" and "Configuring NetScaler-Owned IP Addresses".

o The GSLB configuration on the NetScaler appliance that is considered as the master node is complete and
appropriate to be copied on all the sites.

o If you are synchronizing the GSLB configuration for the first time, all the sites participating in GSLB need to
have the GSLB site entity of their respective local sites.
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o You are not synchronizing sites that, by design, do not have the same configuration.

Important: After a GSLB configuration is synchronized, the configuration cannot be rolled back on any of the GSLB sites. Run
the sync gsl b confi g command only if you are sure that the synchronization process will not overwrite the configuration
on the remote site. Site synchronization is undesirable when the local and remote sites have different configurations by
design, and can lead to site outage. If some commands fail and some commands succeed, the successful commands cannot
be rolled back.

To synchronize a GSLB configuration by using the command line interface
At the command prompt, type the following commands to synchronize GSLB sites and verify the configuration:

o sync gslb config [-preview | -forceSync <string> | -nowarn | -saveconfig] [-debug]
o show gslb syncStatus

Example

> sync gslb config
[WARNI NG : Syncing config nmay cause configuration | oss on other site.
Pl ease confirm whether you want to sync-config (YYN)? [N:y
Sync Tinme: Dec 9 2011 10:56:9
Retrieving local site info: ok
Retrieving all participating gslb sites info: ok
Gslb_sitel[ Master]:

Cetting Config: ok
Gsl b_site2[ Sl ave] :

Cetting Config: ok

Comparing config: ok

Appl yi ng changes: ok

Done

To synchronize a GSLB configuration by using the configuration utility

1. Navigate to Traffic Management > GSLB and, under GSLB Configuration, click Synchronize configuration on
remote sites and synchronize the GSLB configuration.
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Configuring the Metrics Exchange Protocol (MEP)

The data centers in a GSLB setup exchange metrics with each other through the metrics exchange protocol (MEP),
which is a proprietary protocol for the Citrix NetScaler. The exchange of the metric information begins when you create
a GSLB site. These metrics comprise load, network, and persistence information.

MEP is required for health checking of data centers to ensure their availability. A connection for exchanging network metrics
can be initiated by either of the data centers involved in the exchange, but a connection for exchanging site metrics is always
initiated by the data center with the lower IP address. By default, the data center uses a subnet IP address (SNIP) or a
mapped IP address (MIP) to establish a connection to the IP address of a different data center. However, you can configure ¢
specific SNIP, MIP, the NetScaler IP address (NSIP), or a virtual IP address (VIP) as the source IP address for metrics
exchange. The communication process between GSLB sites uses TCP port 3011 or 3009, so this port must be open on
firewalls that are between the NetScaler appliances.

Note: You cannot configure a GSLB site IP address as the source IP address for site metrics exchange.

If the source and target sites for a MEP connection (the site that initiates a MEP connection and the site that receives
the connection request, respectively) have both private and public IP addresses configured, the sites exchange MEP
information by using the public IP addresses.

You can also bind monitors to check the health of remote services. When monitors are bound, metric exchange does
not control the state of the remote service. If a monitor is bound to a remote service and metrics exchange is enabled,
the monitor controls the health status. Binding the monitors to the remote service allows the NetScaler to interact with a
non-NetScaler load balancing device. The NetScaler can monitor non-NetScaler devices but cannot perform load
balancing on them. The NetScaler can monitor non-NetScaler devices, and can perform load balancing on them if

monitors are bound to all GSLB services and only static load balancing methods (such as the round robin, static
proximity, or hash-based methods) are used.

This document includes the following information:
o Configuring Site Metric Exchange
o Configuring Network Metric Information Exchange

o Configuring Persistence Information Exchange

Configuring Site Metric Exchange
Updated: 2014-11-24

Site metrics exchanged between the GSLB sites include the status of each load balancing and content switching virtual
server, the current number of connections, the current packet rate, and current bandwidth usage information.

The NetScaler appliance needs this information to perform load balancing between the sites. The site metric exchange
interval is 1 second. A remote GSLB service must be bound to a local GSLB virtual server to enable the exchange of
site metrics with the remote service.

To enable or disable site metric exchange by using the command line interface

At a command prompt, type the following commands to enable or disable site metric exchange and verify the
configuration:

o set gslb site <si t eNanme> -metricExchange(ENABLED|DISABLED)
o show gslb site <si t eNane>

Example

set gslb site Site-GSLB-East-Coast -netricExchange ENABLED
set gslb site Site-GSLB-East-Coast -netricExchange DI SABLED
show gsl b site Site-GSLB- East- Coast

To enable or disable site metric exchange by using the configuration utility

1. Navigate to Traffic Management > GSLB > Sites, select the site.
2. In the Configure GSLB Site dialog box, select the Metric Exchange option.

Configuring Network Metric Information Exchange
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Updated: 2014-11-24

You can enable or disable the exchange of round trip time (RTT) information about the client's local DNS when the
GSLB dynamic method (RTT) is enabled. This information is exchanged every 5 seconds.

For details about changing the GSLB method to a method based on RTT, see Changing the GSLB Method.
To enable or disable network metric information exchange by using the command line interface

At the command prompt, type the following commands to enable or disable network metric information exchange and
verify the configuration:

o set gslb site <si t eNanme> -nwmetricExchange (ENABLED|DISABLED)
o show gslb site <<si t eName>

Example

set gslb site Site-GSLB-East-Coast -nwnhetri cExchange ENABLED

set gslb site Site-GSLB-East-Coast -nwnetricExchange DI SABLED

show gsl b site Site-GSLB-East- Coast

To enable or disable network metric information exchange by using the configuration utility

1. Navigate to Traffic Management > GSLB > Sites.
2. In the Configure GSLB Site dialog box, select the Network Metric Exchange option.

Configuring Persistence Information Exchange

Updated: 2014-11-24

You can enable or disable the exchange of persistence information at each site. This information is exchanged every 5
seconds between NetScaler appliances participating in GSLB.

For details about configuring persistence, see "Configuring Persistent Connections".
To enable/disable persistence information exchange by using the command line interface

At the command prompt, type the following commands to enable or disable persistence information exchange and verify
the configuration:

o set gslb site <si t eNane> -sessionExchange (ENABLED|DISABLED)
o show gslb site <si t eNane>

Example

set gslb site Site-GSLB-East-Coast -sessi onExchange ENABLED

set gslb site Site-GSLB-East-Coast -sessi onExchange DI SABLED

show gslb site Site-GSLB-East- Coast

To enable/disable persistence information exchange by using the configuration utility

1. Navigate to Traffic Management > GSLB > Sites, double-click the site.
2. In the Configure GSLB Site dialog box, select the Persistence Session Entry Exchange option.
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Configuring Site-to-Site Communication

GSLB site-to-site communication is between the remote procedure call (RPC) nodes that are associated with the
communicating sites. A master GSLB site establishes connections with slave sites to synchronize GSLB configuration
information and to exchange site metrics.

An RPC node is created automatically when a GSLB site is created, and is assigned an internally generated user name
and password. The NetScaler appliance uses this user name and password to authenticate itself to remote GSLB sites
during connection establishment. No configuration steps are necessary for an RPC node, but you can specify a
password of your choice, enhance security by encrypting the information that GSLB sites exchange, and specify a
source IP address for the RPC node.

The appliance needs a NetScaler-owned IP address to use as the source IP address when communicating with other
GSLB sites. By default, the RPC nodes use either a subnet IP (SNIP) address or a mapped IP (MIP) address, but you
might want to specify an IP address of your choice.

The following topics describe the behavior and configuration of RPC nodes on the NetScaler appliance:

o Changing the Password of an RPC Node
o Encrypting the Exchange of Site Metrics
o Configuring the Source IP Address for an RPC Node

Changing the Password of an RPC Node

Updated: 2014-11-21

You can secure the communication between sites in your GSLB setup by changing the password of each RPC node.
After you change the password for the RPC node of the local site, you must manually propagate the change to the RPC
node at each of the remote sites.

The password is stored in encrypted form. You can verify that the password has changed by using the show r pcNode
command to compare the encrypted form of the password before and after the change.

To change the password of an RPC node by using the command line interface

At the command line, type the following commands to change the password of an RPC node:

o set ns rpcNode <IPAddress> {-password}
o show ns rpcNode

Example

> set rpcNode 192.0.2.4 -password nypassword
Done
> show r pcNode

2) | PAddress: 192.0.2.4 Password: d336004164d4352ce39e
SrclpP: * Secure: OFF

Done

>

To unset the password of an RPC node by using the command line interface

To unset the password of an RPC node by using the NetScaler command line, type the unset rpcNode command, the IP
address of the RPC node, and the password parameter, without a value.

To change the password of an RPC node by using the configuration utility

Navigate to System > Network > RPC, select the RPC node, and change the password.

Encrypting the Exchange of Site Metrics

Updated: 2014-11-24

You can secure the information that is exchanged between GSLB sites by setting the secure option for the RPC nodes in the
GSLB setup. With the secure option set, the NetScaler appliance encrypts all communication sent from the node to other
RPC nodes.
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To encrypt the exchange of site metrics by using the command line interface

At the command prompt, type the following commands to encrypt the exchange of site metrics and verify the
configuration:

o set ns rpcNode <IPAddress> [-secure ( YES | NO )]
o show rpcNode

Example

> set rpcNode 192.0.2.4 -secure YES
Done
>

> show r pcNode

é) | PAddress: 192.0.2.4 Password: d336004164d4352ce39e SrclP: 192.0.2.3 Secur e
Done
>

To unset the secure parameter by using the command line interface

To unset the secure parameter by using the NetScaler command line, type the unset rpcNode command, the IP address
of the RPC node, and the secure parameter, without a value.

To encrypt the exchange of site metrics by using the NetScaler configuration utility

1. Navigate to System > Network > RPC and double-click a RPC node.
2. Select the Secure option, and click OK.

Configuring the Source IP Address for an RPC Node

Updated: 2014-11-24

By default, the NetScaler appliance uses a NetScaler-owned subnet IP (SNIP) address or mapped IP (MIP) address as the
source IP address for an RPC node, but you can configure the appliance to use a specific SNIP address or MIP address. If
neither a SNIP address nor a MIP address is available, the GSLB site cannot communicate with other sites. In such a
scenario, you must configure either the NetScaler IP (NSIP) address or a virtual IP (VIP) address as the source IP address
for an RPC node. A VIP address can be used as the source IP address of an RPC node only if the RPC node is a remote
node. If you configure a VIP address as the source IP address and remove the VIP address, the appliance uses a SNIP
address or a MIP address.

To specify a source IP address for an RPC node by using the command line interface

At the command prompt, type the following commands to change the source IP address for an RPC node and verify the
configuration:

o set ns rpcNode <IPAddress> [-srclP <ip_addr|ipv6_addr|*>]
o show ns rpcNode

Example
> set rpcNode 192.0.2.4 -srclP 192.0.2.3

Done
> show r pcNode

é) | PAddress: 192.0.2.4 Password: d336004164d4352ce39e SrclP:  192.0.2.3 Sec
Done
>

To unset the source IP address parameter by using the command line interface

To unset the source IP address parameter by using the NetScaler command line, type the unset rpcNode command, the
IP address of the RPC node, and the srcIP parameter, without a value.

To specify a source IP address for an RPC node by using the NetScaler configuration utility
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1. Navigate to System > Network > RPC and double-click a RPC node.
2. Inthe Source IP Address field, enter the IP address that you want the RPC node to use as the source IP address
and click OK.
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Customizing Your GSLB Configuration

Once your basic GSLB configuration is operational, you can customize it by modifying the bandwidth of a GSLB service,
configuring CNAME based GSLB services, static proximity, dynamic RTT, persistent connections, or dynamic weights
for services, or changing the GSLB Method.

You can also configure monitoring for GSLB services to determine their states.

These settings depend on your network deployment and the types of clients you expect to connect to your servers.
This document includes the following information:

o Modifying Maximum Connections or Maximum Bandwidth for a GSLB Service
o Creating CNAME-Based GSLB Services
o Configuring Transition Out-Of-Service State (TROFS) in GSLB

o Configuring Dynamic Weights for Services

Modifying Maximum Connections or Maximum Bandwidth for a GSLB Service

Updated: 2014-11-26

You can restrict the number of new clients that can simultaneously connect to a load balancing or content switching virtual
server by configuring the maximum number of clients and/or the maximum bandwidth for the GSLB service that represents
the virtual server.

To modify the maximum clients or bandwidth of a GSLB service by using the command line
interface

At the command prompt, type the following command to modify the maximum number of client connections or the
maximum bandwidth of a GSLB service and verify the configuration:

o set gslb service <serviceName> [-maxClients <positive_integer>] [-maxBandwidth <positive_integer>]
o show gslb service <serviceName>

Example

set gl sb service Service-GSLB-1 a€“maxBandwi dth 100 a€“nmaxClients 100
show gsl b service Service-GSLB-1

To modify the maximum clients or bandwidth of a GSLB service by using the configuration utility

1. Navigate to Traffic Management > GSLB > Services, and double-click a service.
2. Click in the Other Settings section and set the following parameters:

o Max Clientsa€”"maxClients

o Max Bandwidtha€”maxBandwidth

Creating CNAME-Based GSLB Services

Updated: 2014-11-24

To configure a GSLB service, you can use the IP address of the server or a canonical name of the server. If you want to
run multiple services (like an FTP and a Web server, each running on different ports) from a single IP address or run
multiple HTTP services on the same port, with different names, on the same physical host, you can use canonical
names (CNAMES) for the services.

For example, you can have two entries in DNS as ftp.example.com and www.example.com for FTP services and HTTP
services on the same domain, example.com. CNAME-based GSLB services are useful in a multilevel domain resolver
configuration or in multilevel domain load balancing. Configuring a CNAME-based GSLB service can also help if the IP
address of the physical server is likely to change.

If you configure CNAME-based GSLB services for a GSLB domain, when a query is sent for the GSLB domain, the
NetScaler appliance provides a CNAME instead of an IP address. If the A record for this CNAME record is not
configured, the client must query the CNAME domain for the IP address. If the A record for this CNAME record is
configured, the NetScaler provides the CNAME with the corresponding A record (IP address). The NetScaler appliance
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handles the final resolution of the DNS query, as determined by the GSLB method. The CNAME records can be
maintained on a different NetScaler appliance or on a third-party system.

In an IP-address-based GSLB service, the state of a service is determined by the state of the server that it represents.
However, a CNAME-based GSLB service has its state set to UP by default; the virtual server IP (VIP) address or metric
exchange protocol (MEP) are not used for determining its state. If a desktop-based monitor is bound to a CNAME-
based GSLB service, the state of the service is determined according to the result of the monitor probes.

You can bind a CNAME-based GSLB service only to a GSLB virtual server that has the DNS Record Type as CNAME.
Also, a NetScaler appliance can contain at most one GSLB service with a given CNAME entry.

The following are some of the features supported for a CNAME-based GSLB service:

o GSLB-policy based site affinity is supported, with the CNAME as the preferred location.
o Source IP persistence is supported. The persistency entry contains the CNAME information instead of the IF
address and port of the selected service.

The following are the limitations of CNAME-based GSLB services:

o Site persistence is not supported, because the service referenced by a CNAME can be present at any third-
party location.

o Multiple-IP-address response is not supported because one domain cannot have multiple CNAME entries.

o Source IP Hash and Round Robin are the only load balancing methods supported. The Static Proximity
method is not supported because a CNAME is not associated with an IP address and static proximity can be
maintained only according to the IP addresses.

Note: The Empty-Down-Response feature should be enabled on the GSLB virtual server to which you bind the CNAME-
based GSLB service. If you enable the Empty-Down-Response feature, when a GSLB virtual server is DOWN or disabled,
the response to a DNS query, for the domains bound to this virtual server, contains an empty record without any IP
addresses, instead of an error code.

To create a CNAME-based GSLB service by using the command line interface

At the command prompt, type:
add gslb service <serviceName> -cnameEntry <string> -siteName <string>

Example

add gslb service Service-GSLB-1 -cnaneEntry transport. myconpany.com -siteNane Site- GSLB- East
add gslb service Service-GSLB-2 -cnaneEntry finance. nyconpany.com -siteNane Site-GSLB-Wst-C

To create a CNAME-based GSLB service by using the configuration utility

1. Navigate to Traffic Management > GSLB > Services.
2. Create a service, and set the Type to Canonical Name Based.

Configuring Transition Out-Of-Service State (TROFS) in GSLB

When you configure persistence on a GSLB virtual server to which a service is bound, the service continues to serve
requests from the client even after it is disabled, accepting new requests or connections only to honor persistence. After
a configured period of time, known as the graceful shutdown period, no new requests or connections are directed to the
service, and all of the existing connections are closed.

When disabling a service, you can specify a graceful shutdown period, in seconds, by using the delay argument. During
the graceful shutdown period, if the service is bound to a virtual server, its state appears as Out of Service.

Configuring Dynamic Weights for Services

Updated: 2015-06-02

In a typical network, there are servers that have a higher capacity for traffic than others. However, with a regular load
balancing configuration, the load is evenly distributed across all services even though different services represent
servers with different capacities.

To optimize your GSLB resources, you can configure dynamic weights on a GSLB virtual server. The dynamic weights
can be based on either the total number of services bound to the virtual server or the sum of the weights of the
individual services bound to the virtual server. Traffic distribution is then based on the weights configured for the
services.
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When dynamic weights are configured on the GSLB virtual server, requests are distributed according to the load
balancing method, the weight of the GSLB service, and the dynamic weight. The product of the weight of the GSLB
service and the dynamic weight is known as the cumulative weight. Therefore, when dynamic weight is configured on
the GSLB virtual server, requests are distributed on the basis of the load balancing method and the cumulative weight.

When dynamic weight for a virtual server is disabled, the numerical value is set to 1. This ensures that the cumulative
weight is a non-zero integer at all times.

Dynamic weight can be based on the total number of active services bound to load balancing virtual servers or on the
weights assigned to the services.

Consider a configuration with two GSLB sites configured for a domain and each site has two services that can serve the
client. If a service at either site goes down, the other server in that site has to handle twice as much traffic as a service
at the other site. If dynamic weight is based on the number of active services, the site with both services active has
twice the weight of the site with one service down and therefore receives twice as much traffic.

Alternatively, consider a configuration in which the services at the first site represent servers that are twice as powerful
as servers at the second site. If dynamic weight is based on the weights assigned to the services, twice as much traffic
can be sent to the first site as to the second.

Note: For details on assigning weights to load balancing services, see " Assigning Weights to Services".

As an illustration of how dynamic weight is calculated, consider a GSLB virtual server that has a GSLB service bound to it.
The GSLB service represents a load balancing virtual server that in turn has two services bound to it. The weight assigned to
the GSLB service is 3. The weights assigned to the two services are 1 and 2 respectively. In this example, when dynamic
weight is set to:

o Disabled:The cumulative weight of the GSLB virtual server is the product of the dynamic weight (disabled =
1) and the weight of the GSLB service (3), so the cumulative weight is 3.

o SERVICECOUNT: The count is the sum of the number of services bound to the load balancing virtual
servers corresponding to the GSLB service (2), and the cumulative weight is the product of the dynamic
weight (2) and the weight of the GSLB service (3), which is 6.

o SERVICEWEIGHT: The dynamic weight is the sum of the number of services bound to the GSLB service
(2), and the cumulative weight is the product of the dynamic weight (2) and the weight of the GSLB service
(3), which is 6.

Note: Dynamic weights are not applicable when content switching virtual servers are configured.
To configure a GSLB virtual server to use dynamic weights by using the command line interface

At the command prompt, type:
set gslb vserver <name> -dynamicWeight SERVICECOUNT | SERVICEWEIGHT

Example

set gslb vserver vserver-GSLB-1 -dynani c\Wei ght SERVI CECOUNT
To set GSLB virtual server to use dynamic weights by using the configuration utility
1. Navigate to Traffic Management > GSLB > Virtual Servers, double-click the GSLB virtual server whose method you
want to change (for example, vserver-GSLB-1).

2. Click the Method section and, from the Dynamic Weight drop-down list, select SERVICECOUNT or
SERVICEWEIGHT.
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Changing the GSLB Method

Unlike traditional DNS servers that simply respond with the IP addresses of the configured servers, a NetScaler
appliance configured for GSLB responds with the IP addresses of the services, as determined by the configured GSLB
method. By default, the GSLB virtual server is set to the least connection method. If all GSLB services are down, the
NetScaler responds with the IP addresses of all the configured GSLB services.

GSLB methods are algorithms that the GSLB virtual server uses to select the best-performing GSLB service. After the
host name in the Web address is resolved, the client sends traffic directly to the resolved service IP address.

The NetScaler appliance provides the following GSLB methods:

Round Robin

Least Connections
Least Response Time
Least Bandwidth

Least Packets

Source IP Hash
Custom Load

Round Trip Time (RTT)
Static Proximity

O 0 0OO0OO0OO0OOODO O

For GSLB methods to work with a remote site, either MEP must be enabled or explicit monitors must be bound to the
remote services. If MEP is disabled, RTT, Least Connections, Least Bandwidth, Least Packets and Least Response
Time methods default to Round Robin.

The Static Proximity and RTT load balancing methods are specific to GSLB.

Specifying a GSLB Method Other than Static Proximity or Dynamic (RTT)

Updated: 2013-11-11

For information about the Round Robin, Least Connections, Least Response Time, Least Bandwidth, Least Packets, Source

IP Hash, or Custom Load method, see "Load Balancing."
To change the GSLB method by using the command line interface

At the command prompt, type:
set gslb vserver <nane> -IbMethod GSLBMethod

Example

set gslb vserver Vserver-GSLB-1 -1 bMet hod ROUNDROBI N
To change the GSLB method by using the configuration utility

1. Navigate to Traffic Management > GSLB > Virtual Servers.
2. In the details pane, select a GSLB virtual server and click Open.

3. In the Configure GSLB Virtual Server dialog box, on the Method and Persistence tab, under Method, select a method

from the Choose Method list.
4. Click OK, and verify that the method you selected appears under Details at the bottom of the screen.
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Configuring Static Proximity

The static proximity method for GSLB uses an IP-address based static proximity database to determine the proximity
between the clientd€™s local DNS server and the GSLB sites. The NetScaler appliance responds with the IP address
of a site that best matches the proximity criteria.

If two or more GSLB sites at different geographic locations serve the same content, the NetScaler appliance maintains a
database of IP address ranges and uses the database for decisions about the GSLB sites to which to direct incoming
client requests.

For the static proximity method to work, you must either configure the NetScaler appliance to use an existing static
proximity database populated through a location file or add custom entries to the static proximity database. After adding

custom entries, you can set their location qualifiers. After configuring the database, you are ready to specify static
proximity as the GSLB method.

This document includes the following information:
o Adding a Location File to Create a Static Proximity Database
o Adding Custom Entries to a Static Proximity Database
o Setting the Location Qualifiers
o Specifying the Proximity Method

o Synchronizing GSLB Static Proximity Database
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Adding a Location File to Create a Static Proximity Database

A static proximity database is a UNIX-based ASCII file. Entries added to this database from a location file are called
static entries. Only one location file can be loaded on a NetScaler appliance. Adding a new location file overrides the
existing file. The number of entries in the static proximity database is limited by the configured memory in the NetScaler
appliance.

The static proximity database can be created in the default format or in a format derived from commercially configured
third party databases (such as www.maxmind.com and www.ip2location.com).

These databases vary in the details they provide. There is no strict enforcement of the database file format, except that
the default file has format tags. The database files are ASCII files that use a comma as the field delimiter. There are
differences in the structure of fields and the representation of IP addresses in the locations.

The format parameter describes the structure of the file to the NetScaler appliance. Specifying an incorrect value for the
format option can corrupt the internal data.

Note: The default location of the database file is /var/netscaler/locdb, and on a high availability (HA) setup, an identical copy
of the file must be present in the same location on both NetScaler appliances.
The following abbreviations are used in this section:

o CSHN. Short name of a country based on the country code standard of ISO-3166.

o LCN. Long name of the country.

o RC. Region code based on ISO-3166-2 (for US and Canada). The region code a€ceFIPS-10-44€- is used
for the other regions.

Note: Some databases provide short country names according to ISO-3166 and long country names as well. The NetScaler
uses short names when storing and matching qualifiers.

To create a static proximity database, log on to the UNIX shell of the NetScaler appliance and use an editor to create a
file with the location details in one of the NetScaler-supported formats.

To add a static location file by using the command line interface
At the command prompt, type:

o add locationFile <locationFile> [-format <format>]
o show locationFile

Example

> add | ocationFile /var/nsmap/| ocdb/ nsgeol.0 -format netscal er
Done

> show | ocationFile

Location File: /var/nsmap/locdb/ nsgeol. 0

Format: netscal er
Done

>

To add a static location file by using the configuration utility

1. Navigate to AppExpert > Location, click the Static Database tab.
2. Click Add to add a static location file.

You can view an imported location file database by using the View Database dialog box in the configuration utility.
There is no NetScaler command line equivalent.

To view a static location file by using the configuration utility

1. Navigate to AppExpert > Location, click the Static Database tab.
2. Select a static location file, and from the Action list, click View Database.

To convert a location file into the netscaler format

By default, when you add a location file, it is saved in the netscaler format. You can convert a location file of other
formats into the netscaler format.
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Note: The nsmap option can be accessed only from the command line interface. The conversion is possible only into the
netscaler format.

To convert the static database format, at the NetScaler command prompt, type the following command:
nsmap -f <inputFileFormat> -0 <outputFileName> <inputFileName>

Example

nsmap -f ip-country-region-city -o nsfile.ns ip-country-region-city.cvs
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Adding Custom Entries to a Static Proximity Database

Custom entries take precedence over static entries in the proximity database. You can add a maximum of 500 custom
entries. For a custom entry, denote all omitted qualifiers with an asterisk (*) and, if qualifiers have a period or space in the
name, enclose the parameter in double quotation marks. The first 31 characters are evaluated for each qualifier. You can
also provide the longitude and latitude of the geographical location of the IP address-range for selecting a service with the
static proximity GSLB method.

To add custom entries by using the command line interface

At the command prompt, type the following commands to add a custom entry to the static proximity database and verify
the configuration:

o add location < IPfrom> < IPto> <preferredLocation> [-longitude <integer>[-latitude <integer>]]
o show location

Example
>add | ocation 192.168.100.1 192.168.100.100 *.us.ca. mycity

>show | ocati on

Parameters for adding custom entries

IPfrom
First IP address in the range, in dotted decimal notation. This is a mandatory argument.
IPto
Last IP address in the range, in dotted decimal notation. This is a mandatory argument.
preferredLocation
String of qualifiers, in dotted notation, describing the geographical location of the IP address range. Each qualifier is
more specific than the one that precedes it, as in continent.country.region.city.isp.organization. For example,"NA.US.
CA.San Jose.ATT.citrix".
Note: A qualifier that includes a dot (.) or space () must be enclosed in double quotation marks.
This is @ mandatory argument. Maximum Length: 197
longitude
Numerical value, in degrees, specifying the longitude of the geographical location of the IP address-range.
Note: Longitude and latitude parameters are used for selecting a service with the static proximity GSLB method. If
they are not specified, selection is based on the qualifiers specified for the location.
Maximum value: 180
latitude
Numerical value, in degrees, specifying the latitude of the geographical location of the IP address-range.
Note: Longitude and latitude parameters are used for selecting a service with the static proximity GSLB method. If
they are not specified, selection is based on the qualifiers specified for the location.
Maximum value: 180

To add custom entries by using the configuration utility

Navigate to AppExpert > Location, click the Custom Entries tab, and add the custom entries.
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Setting the Location Qualifiers

The database used to implement static proximity contains the location of the GSLB sites. Each location contains an IP
address range and up to six qualifiers for that range. The qualifiers are literal strings and are compared in a prescribed order
at run time. Every location must have at least one qualifier. The meaning of the qualifiers (context) is defined by the qualifier
labels, which are user defined. The NetScaler has two built-in contexts:

Geographic context, which has the following qualifier labels:

o Qualifier 1 a€“ a€ceContinenta€e.

o Qualifier 2 &€" &€ceCountryage

o Qualifier 3 4€" &€ceStatea€.

o Qualifier 4 a€" a€ceCitya€e

o Qualifier 5 4€* 4€ceISPa€.

o Qualifier 6 &€" a€ceOrganizationa€e

Custom entries, which have the following qualifier labels:

o Qualifier 1 4€" a€ceQualifier 14€

o Qualifier 2 4€* &€ceQuialifier 2a€-

o Qualifier 3 4€* &€ceQuialifier 34€°

o Qualifier 4 a€“ a€ceQuialifier 4a€-.

o Qualifier 5 4€* &€ceQuialifier 5a€.

o Qualifier 6 &€ a€ceQualifier 6a€.
If the geographic context is set with no Continent qualifier, Continent is derived from Country. Even the built-in qualifier
labels are based on the context, and the labels can be changed. These qualifier labels specify the locations mapped
with the IP addresses used to make static proximity decisions.
To perform a static proximity-based decision, the NetScaler appliance compares the location attributes (qualifiers)
derived from the IP address of the local DNS server resolver with the location attributes of the participating sites. If only
one site matches, the appliance returns the IP address of that site. If there are multiple matches, the site selected is the

result of a round robin on the matching GSLB sites. If there is no match, the site selected is a result of a round robin on
all configured sites. A site that does not have any qualifiers is considered a match.

To set the location qualifiers by using the command line interface

At the command prompt, type:

set locationparameter -context <context> -qllabel <string> [-g2label <string>] [-g3label <string>] [-q4label <string>] [-g5label
<string>] [-g6label <string>]

Example
set | ocationparaneter -context custom-qgll abel asia

To set the location qualifiers by using the configuration utility

1. Navigate to AppExpert > Location.
2. From the Action list, click Location Parameters and set the location qualifiers.
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Specifying the Proximity Method

When you have configured the static proximity database, you are ready to specify static proximity as the GLSB method.
To specify static proximity by using the command line interface

At the command prompt, type the following commands to configure static proximity and verify the configuration:

o set gslb vserver <nane> -IbMethod STATICPROXIMITY
o show gslb vserver <nane>

Example

set gslb vserver Vserver-GSLB-1 -1 bMethod STATI CPROXIM TY
show gsl b vserver

To specify static proximity by using the configuration utility

1. Navigate to Traffic Management > GSLB > Virtual Servers and double-click the virtual server.
2. Click the Method section and from the Choose Method drop-down list, select STATICPROXIMITY.
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Synchronizing GSLB Static Proximity Database

Synchronizing a global server load balancing (GSLB) static proximity database requires that one of the sites be
identified as the master GSLB node. Any site in the topology can be designated as the master node. The rest of the
GSLB nodes are automatically designated as slave nodes.

Synchronizing GSLB static proximity databases synchronizes the files in the /var/netscaler/locdb directory across the
slave nodes. During the synchronization process, the master node fetches the running configuration from each of the
slave nodes and compares it to the configuration on the master node. The master GSLB node uses the rsync program
to synchronize the static proximity database across the slave nodes. To speed up the synchronization process, the
rsync program makes only enough changes to eliminate the differences between the two files. The synchronization
process cannot be rolled back.

The following example synchronizes Site2, which is a slave site, to master site Sitel. The administrator enters the sync
gslb config command on Sitel:

sync gslb config -nowarn
Sync Tinme: Feb 24 2014 14:56:16
Retrieving local site info: ok
Retrieving all participating gslb sites info:
0 bytes in 0 bl ocks
ok
sitel[ Master]:
CGetting Config: ok
site2[ Sl ave] :
Syncing gslb static proximty database: ok
CGetting Config: ok
Conparing config: ok
Appl yi ng changes: ok
Done
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Configuring the Dynamic Method (RTT)

Dynamic round trip time (RTT) is a measure of time or delay in the network between the clienta€™s local DNS server
and a data resource. To measure dynamic RTT, the NetScaler appliance probes the clientd€™s local DNS server and
gathers RTT metric information. The appliance then uses this metric to make its load balancing decision. Global server
load balancing monitors the real-time status of the network and dynamically directs the client request to the data center
with the lowest RTT value.

When a clientd€™s DNS request for a domain comes to the NetScaler appliance configured as the authoritative DNS
for that domain, the appliance uses the RTT value to select the IP address of the best performing site to send it as a
response to the DNS request.

The NetScaler appliance uses different mechanisms, such as ICMP echo request / reply (PING), UDP, and TCP to
gather the RTT metrics for connections between the local DNS server and participating sites. The appliance first sends
a ping probe to determine the RTT. If the ping probe fails, a DNS UDP probe is used. If that probe also fails, the
appliance uses a DNS TCP probe.

These mechanisms are represented on the Netscaler appliance as Load Balancing Monitors and are easily identified due to
their use of the "ldns" prefix. The three monitors, in their default order, are:

o ldns-ping
o ldns-dns
o ldns-tcp

These monitors are built in to the appliance and are set to safe defaults, but may be customized just like any other
monitor on the appliance.

The default order may also be changed by setting it explicitly as a GSLB parameter. For example, to set the order to be
the DNS UDP query followed by the PING and then TCP, type the following command:

set gslb parameter -ldnsprobeOrder DNS PING TCP

Unless they have been customized, the NetScaler appliance performs UDP and TCP probing on port 53, however unlike
regular load balancing monitors the probes need not be successful in order to provide valid RTT information. ICMP port
unavailable messages, TCP Resets and DNS error responses, which would usually constitute a failure are all
acceptable for calculating the RTT value.

Once the RTT data has been compiled, the Netscaler uses the proprietary metrics exchange protocol (MEP) to
exchange RTT values between participating sites. After calculating RTT metrics, the appliance sorts the RTT values to
identify the data center with the best (smallest) RTT metric."

If RTT information is not available (for example, when a clienta€™s local DNS server accesses the site for the first
time), the NetScaler appliance selects a site by using the round robin method and directs the client to the site.

To configure the dynamic method, you configure the sitea€™s GSLB virtual server for dynamic RTT. You can also set
the interval at which local DNS servers are probed to a value other than the default.

This document includes the following information:

o Configuring a GSLB Virtual Server for Dynamic RTT
o Setting the Probing Interval of Local DNS Servers
Configuring a GSLB Virtual Server for Dynamic RTT
Updated: 2014-11-24
To configure a GSLB virtual server for dynamic RTT, you specify the RTT load balancing method.
The NetScaler appliance regularly validates the timing information for a given local server. If a change in latency
exceeds the configured tolerance factor, the appliance updates its database with the new timing information and sends

the new value to other GSLB sites by performing a MEP exchange. The default tolerance factor is 5 milliseconds (ms).

The RTT tolerance factor must be the same throughout the GSLB domain. If you change it for a site, you must configure
identical RTT tolerance factors on all NetScaler appliances deployed in the GSLB domain.

To configure a GSLB virtual server for dynamic RTT by using the command line interface

At the command prompt, type:
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set gslb vserver <nanme> -IbMethod RTT -tolerance <value>

Example

set gslb vserver Vserver-GSLB-1 -|bMethod RTT -tol erance 10
To configure a GSLB virtual server for dynamic RTT by using the configuration utility

1. Navigate to Traffic Management > GSLB > Virtual Servers and double-click the virtual server.

Setting the Probing Interval of Local DNS Servers

Updated: 2014-11-24

The NetScaler appliance uses different mechanisms, such as ICMP echo request / reply (PING), TCP, and UDP to
obtain RTT metrics for connections between the local DNS server and participating GSLB sites. By default, the
appliance uses a ping monitor and probes the local DNS server every 5 seconds. The appliance then waits 2 seconds
for the response and, if a response is not received in that time, it uses the TCP DNS monitor for probing.

However, you can modify the time interval for probing the local DNS server to accommodate your configuration.

To modify the probing interval by using the command line interface

At the command prompt, type:
set Ib monitor <monitorName> <type> -interval <integer> <units> -resptimeout <integer> <units>

Example

set Ib monitor nmonitor-HTTP-1 HTTP -interval 10 sec -resptinmeout 5 sec
To modify the probing interval by using the configuration utility

Navigate to Traffic Management > Load Balancing > Monitors, and double-click the monitor that you want to modify (for
example, ping).
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Configuring Persistent Connections

Persistence ensures that a series of client requests for a particular domain name is sent to the same data center instead
of being load balanced. If persistence is configured for a particular domain, it takes precedence over the configured
GSLB method. Persistence is useful for deployments that deal with e-commerce, such as shopping card usage, where
the server needs to maintain the state of the connection to track the transaction. To maintain the state of connection,
you must configure persistence on a virtual server. With persistence configured, NetScaler selects a data center to
process a client request and forwards the IP address of the selected data center for all subsequent DNS requests. If the
configured persistence applies to a site that is down, the NetScaler appliance uses a GSLB method to select a new site,
and the new site becomes persistent for subsequent requests from the client.

The GSLB virtual server is responsible for DNS-based site persistence, and it controls the site persistence for a remote
GSLB service. The NetScaler appliance supports persistence based on the source IP address or on HTTP cookies.

When you bring a physical service DOWN with a delay time, the physical service goes into the transition out of service
(TROFES) state. Site persistence is supported as long as the service is in the TROFS state. That is, if the same client
sends a request for the same service within the specified delay time after a service is marked TROFS, the same GSLB
site (data center) services the request.

Note: If connection proxy is specified as the site persistence method and if you also want to configure persistence of the
physical servers, do not configure SOURCEIP persistence. When the connection is proxied, an IP address owned by the
NetScaler is used, and not the actual IP address of the client. Configure methods such as cookie persistence or rule-based
persistence on the load balancing virtual server.

This document includes the following information:

o Configuring Persistence Based on Source IP Address

o Configuring Persistence Based on HTTP Cookies

Configuring Persistence Based on Source IP Address
Updated: 2014-11-24

With source-IP persistence, when a DNS request is received at a data center, the NetScaler appliance first looks for an
entry in the persistence table and, if an entry for the local DNS server exists and the server mentioned in the entry is
configured, the IP address of that server is sent as the DNS response.

For the first request from a particular client, the NetScaler appliance selects the best GSLB site for the request and
sends its IP address to the client. Since persistence is configured for the source IP address of the client, all subsequent
requests by that client or another local DNS server in the same IP subnet are sent the IP address of the GSLB site that
was selected for the first request.

For source-IP address based persistence, the same set of persistence identifiers must be configured on the GSLB
virtual servers in all data centers. A persistence identifier is a number used by the data centers to identify a particular
GSLB virtual server. A cookie transmits the persistence identifier, enabling the NetScaler appliance to identify the
domain so that it can forward all appropriate requests to the same domain. When persistence is enabled, the
persistence information is also exchanged as part of metrics exchange.

For the NetScaler appliance to support persistence across sites, persistence must be enabled on the GSLB virtual
servers of all participating sites. When you use source IP address persistence on the network identifier, you must
configure a subnet mask. For any domain, persistence takes precedence over any other configured GSLB method.
To configure persistence based on source IP address by using the command line interface

At the command prompt, type:

set gslb vserver <name> -persistenceType (SOURCEIP|NONE) -persistenceld <positive_integer> [-persistMask <netmask>]
a€“[timeout <mins>]

Example

set gslb vserver vserver-GSLB-1 -persistenceType SOURCEI P -persistenceld 23 -persistMsk 255
To configure persistence based on source IP address by using the configuration utility

1. Navigate to Traffic Management > GSLB > Virtual Servers and double-click the GSLB virtual server whose method
you want to change (for example, vserver-GSLB-1).
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2. Click the Persistence section and, from the Persistence drop-down list, select SOURCEIP and set the following
parameters:
o Persistence Ida€ persistencelD
o Time-outa€"timeout
o IPv4 Netmask or IPv6 Mask lengtha€”"persistMask

Configuring Persistence Based on HTTP Cookies

Updated: 2014-11-26

The NetScaler appliance provides persistence at the HTTP-request level by using connection proxy and HTTP redirect.
With these persistence methods, the appliance uses an HTTP cookie (known as a a€cesite cookieé€e) to reconnect the
client to the same server. The NetScaler inserts the site cookie in the first HTTP response.

The site cookie contains information about the selected GSLB service on which the client has a persistent connection.
The cookie expiration is based on the cookie timeout configured on the NetScaler appliance. If the virtual server names
are not identical on all the sites, you must use the persistence identifier. Cookies inserted are compliant with RFC 2109.

When the NetScaler appliance responds to a client DNS request by sending the IP address of the selected GSLB site,
the client sends an HTTP request to that GSLB site. The physical server in that GSLB site adds a site cookie to the
HTTP header, and connection persistence is in effect.

If the DNS entry in the client cache expires, and then the client sends another DNS query and is directed to a different
GSLB site, the new GSLB site uses the site cookie present in the client request header to implement persistence. If the
GSLB configuration at the new site uses connection-proxy persistence, the new site creates a connection to the GSLB
site that inserted the site cookie, proxies the client request to the original site, receives a response from the original
GSLB site, relays that response back to the client, and closes the connection. If the GSLB configuration uses HTTP
redirect persistence, the new site redirects the request to the site that originally inserted the cookie.

Note: Connection proxy persistence can be configured only for local services. However, connection proxy persistence must
be enabled on both local and remote GSLB services that are configured for the GSLB virtual server.
Connection proxy occurs when the following conditions are satisfied:

o Requests are sent from a domain participating in GSLB. The domain is obtained from the URL/Host header.

o Requests are sent from a local GSLB service whose public IP address matches the public IP address of an
active service bound to the GSLB virtual server.

o The local GSLB service has connection proxy enabled.

o The request includes a valid cookie that contains the IP address of an active remote GSLB service.

If one of the conditions is not met, connection proxy does not occur, but a site cookie is added if the local GSLB service has
connection proxy enabled AND:

o No site cookie is supplied; OR,
o The site cookie refers to an IP address that is not an active GSLB remote service; OR,
o The cookie refers to the IP address of the virtual server on which the request is received.

The following are the limitations of using connection proxy site cookies:

o Site cookies do not work for non-HTTP(S) protocols.

o If an HTTP request is sent to a back-up virtual server, the virtual server does not add a cookie.

o Site cookies do not work if SSL client authentication is required.

o At the local site, the statistics for a GSLB service on a remote site are not the same as the statistics
recorded for that service at the remote site. At the local site, the statistics for a remote GSLB service are
slightly higher than the statistics that the remote site records for that same service.

Redirect persistence can be used only:

o For HTTP or HTTPS protocols.

o If the domain name is present in the request (either in the URL or in the HOST header), and the domain is a
GSLB domain.

o When the request is received on a backup VIP or a GSLB local service that is in the down state.

To set persistence based on HTTP cookies by using the command line interface

At the command prompt, type:
set gslb service <serviceName> -sitePersistence (ConnectionProxy [-sitePrefix <prefix>] | HTTPredirect -sitePrefix <prefix>)
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Example

set gslb service service-GSLB-1 -sitePersistence Connecti onProxy
set gslb service service-GSLB-1 -sitePersistence HTTPRedirect -sitePrefix vserver-GSLB-1

To set persistence based on cookies by using the configuration utility
1. Navigate to Traffic Management > GSLB > Services and select the service that you want to configure for site

persistence (for example, service-GSLB-1).
2. Click the Site Persistence section and set persistence based on cookies.
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Overriding Static Proximity Behavior by Configuring Preferred Locations

You might want to direct traffic from a local DNS (LDNS) server or network to a GSLB service other than the GSLB service
that the static proximity method selects for that traffic. That is, you have a preferred location for that traffic. To override the
static proximity method with preferred locations, you can do the following:

1. Configure a DNS action that consists of a list of preferred locations. For more information about configuring a
DNS action, see Configuring a DNS Action.

2. Configure a DNS policy to identify the traffic arriving from the LDNS server or network for which you want to override

static proximity, and apply the action in the policy.
3. Bind the policy to the global request bind point.

In the DNS action, you can configure a list of up to 8 preferred locations. The locations must be provided in the dotted
qualifier notation, which is the notation in which you add custom locations to the static proximity database. The locations

can include wildcards for qualifiers that you want to omit. For information about the dotted qualifier notation for locations,

see Adding Custom Entries to a Static Proximity Database. When entering the preferred locations, you must enter them

in the descending order of priority.

When a policy evaluates to TRUE, the NetScaler appliance matches the preferred locations, in priority order, with the location:
of GSLB services. Matches are of the following two types:

o If all the non-wildcard qualifiers in a preferred location match the corresponding qualifiers in the location of a
GSLB service, the match is considered a perfect match. For example, a GSLB service location of *. UK, * . *
or Eur ope. UK. *. * is a perfect match for the preferred location *. UK. *. *,

o If only a subset of the non-wildcard qualifiers match, the match is considered a partial match. For example, ¢
GSLB service location of Eur ope. EGis a partial match for the preferred location Eur ope. UK.

When a DNS policy evaluates to TRUE, the following algorithm is used to select a GSLB service:

1. The appliance evaluates the preferred location that has the highest priority and moves down the priority order
until a perfect match is found between a preferred location and the location of a GSLB service.

If a perfect match is found, the appliance checks whether the corresponding GSLB service is up. If itis up, it
returns the IP address of the GSLB service in the DNS response. If multiple perfect matches are found (which
can happen when one or more wildcards are used in a preferred location), the appliance checks the state of
each of the corresponding GSLB services and load balances the GSLB services that are up.

2. If a perfect match is not found for any of the preferred locations, the appliance returns to the preferred location
that has the highest priority and moves down the priority order until a partial match is found between a preferred
location and the location of a GSLB service.

If a partial match is found, the appliance checks whether the corresponding GSLB service is up. If it is up, it
returns the IP address of the GSLB service in the DNS response. If multiple partial matches are found, the
appliance checks the state of each of the corresponding GSLB services and load balances the GSLB services
that are up.

3. If none of the perfect and partial matches are up, the appliance load balances all other available GSLB services.

In this way, the appliance implements a type of site affinity for traffic that matches the DNS policy.

Example

Consider a GSLB configuration that consists of the following eight GSLB services:

o Asia.IN
o Asia.JPN
o Asia.HK

o Europe.UK
o Europe.RU
o Europe.EG
o Africa.SD
o Africa.ZMB

Further consider the following DNS action and policy configuration:

> add dns action preflLocll Gsl bPreflLoc -preferredLocLi st "Asia.HK" "Europe. UK"
Done
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> add dns policy dnsPol PrefLoc "CLIENT. | P. SRC. MATCHES_LOCATI ON(\ "*. ZMB. *. *\")" preflLocll

Done

When the appliance receives a request from the location *. ZMB. *. *, the preferred locations are evaluated as follows:

1.

The appliance attempts to find a GSLB service whose location is a perfect match for Asi a. HK, which is the preferred
location that has the highest priority. It finds that the GSLB service at Asia.HK is a perfect match. If the GSLB service
is up, it sends the client the IP address of the GSLB service.

If the GSLB service at Asia.HK is down, the appliance attempts to find a perfect match for the second preferred
location, Eur ope. UK. It finds that the GSLB service at Europe.UK is a perfect match. If the GSLB service is up, it
sends the client the IP address of the service.

If the GSLB service at Europe.UK is down, it returns to the preferred location that has the highest priority, Asi a. HK,
and looks for partial matches. For Asi a. HK; it finds that Asia.IN and Asia.JPN are partial matches. If only one of the
corresponding GSLB services is up, it sends the client the IP address of the service. If both locations are up, it load
balances the two services.

If all partial matches for Asi a. HK are down, the appliance looks for partial matches for Eur ope. UK. It finds that
Europe.RU and Europe.EG are partial matches for the preferred location. If only one of the corresponding GSLB
services is up, it sends the client the IP address of the service. If both locations are up, it load balances the two
services.

If all partial matches for Eur ope. UK are down, the appliance load balances all other available GSLB services. In the
current example, the appliance load balances Africa.SD and Africa.ZMB because the remaining six GSLB services
have been found to be down.
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Monitoring GSLB Services

When you bind a remote service to a GSLB virtual server, the GSLB sites exchange metric information, including
network metric Information, which is the round-trip-time and persistence Information.

If a metric exchange connection is momentarily lost between any of the participating sites, the remote site is marked as
DOWN and load balancing is performed on the remaining sites that are UP. When metric exchange for a site is DOWN,
the remote services belonging to the site are marked DOWN as well.

The NetScaler appliance periodically evaluates the state of the remote GSLB services by using either MEP or monitors
that are explicitly bound to the remote services. Binding explicit monitors to local services is not required, because the
state of the local GSLB service is updated by default using the MEP. However, you can bind explicit monitors to a
remote service. When monitors are explicitly bound, the state of the remote service is not controlled by the metric
exchange.

By default, when you bind a monitor to a remote GSLB service, the NetScaler appliance uses the state of the service reportec
by the monitor. However, you can configure the NetScaler appliance to use monitors to evaluate services in the following
situations:

o Always use monitors (default setting).
o Use monitors when MEP is DOWN.
o Use monitors when remote services and MEP are DOWN.

The second and third of the above settings enable the NetScaler to stop monitoring when MEP is UP. For example, in a
hierarchical GSLB setup, a GSLB site provides the MEP information about its child sites to its parent site. Such an
intermediate site may evaluate the state of the child site as DOWN because of network issues, though the actual state
of the site is UP. In this case, you can bind monitors to the services of the parent site and disable MEP to determine the
actual state of the remote service. This option enables you to control the manner in which the states of the remote
services are determined.

To use monitors, first create them, and then bind them to GSLB services.
This document includes the following information:

o Adding or Removing Monitors
o Binding Monitors to a GSLB Service

Adding or Removing Monitors
Updated: 2014-11-24

To add a monitor, you specify the type and the port. You cannot remove a monitor that is bound to a service. You must
first unbind the monitor from the service.

To add a monitor by using the command line interface

At the command prompt, type the following commands to create a monitor and verify the configuration:

o add Ib monitor <noni t or Nane> -type <monitorType> -destPort <portNumber>
o show Ib monitor <nmoni t or Nane>

Example

add I'b nonitor nonitor-HTTP-1 -type HITP -destPort 80
show | b nmonitor monitor-HTTP-1

To remove a monitor by using the command line interface

At the command prompt, type:
rm Ib monitor <noni t or Name>

To add a monitor by using the configuration utility

Navigate to Traffic Management > Load Balancing > Monitors, and add or delete a monitor.

Binding Monitors to a GSLB Service

Updated: 2014-11-24
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Once you create monitors, you must bind them to GSLB services. When binding monitors to the services, you can
specify a weight for the monitor. After binding one or more weighted monitors, you can configure a monitor threshold for
the service. This threshold takes the service down if the sum of the bound monitor weights falls below the threshold

value.

Note: In the configuration utility, you can set both the weight and the monitoring threshold at the same time that you bind the
monitor. When using the command line, you must issue a separate command to set the servicea€™s monitoring threshold.

To bind the monitor to the GSLB service by using the command line interface

At the command prompt, type:
bind monitor <name> <serviceName> [ -state (Enabled | Disabled) ] -weight <positivelnteger>

Example

bi nd nmonitor nonitor-HITP-1 service-GSLB-1 -state enabl ed -wei ght 2
To set the monitoring threshold for a GSLB service by using the command line interface

At the command prompt, type:
set gslb service <ServiceName> -monThreshold <Positivelnteger>

Example

set gslb service service-GSLB-1 -nonThreshold 9
To bind the monitor to the GSLB service by using the configuration utility

1. Navigate to Traffic Management > GSLB > Services.
2. Click the Monitor section and bind the monitor to the GSLB service.

To set the monitoring threshold for a GSLB service by using the configuration utility

1. Navigate to Traffic Management > GSLB > Services.
2. Click the Monitor Threshold section and enter a threshold value.
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Monitoring GSLB Sites

The NetScaler appliance uses MEP or monitors to determine the state of the GSLB sites. You can configure a GSLB
site to always use monitors (the default), use monitors when MEP is down, or use monitors when both the remote
service and MEP are down. In the latter two cases, the NetScaler appliance stops monitoring when MEP returns to the
UP state.

To configure monitor triggering by using the command line interface

At the command prompt, type:
set gslb site <si t eNanme> a€“triggerMonitor (ALWAYS | MEPDOWN | MEPDOWN_SVCDOWN)

Example

> set gslb site Site-GSLB-North-America a€“triggerMnitor A ways
Done

To configure monitor triggering by using the configuration utility

1. Navigate to Traffic Management > GSLB > Sites and double-click the site.
2. Inthe Trigger Monitors drop-down list, select an option for when to trigger monitoring.
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Protecting the GSLB Setup Against Failure

You can protect your GSLB setup against failure of a GSLB site or a GSLB virtual server by configuring a backup GSLB
virtual server, configuring the NetScaler appliance to respond with multiple IP addresses, or configuring a Backup IP
address for a GSLB domain. You can also divert excess traffic to a backup virtual server by using spillover.

This document includes the following information:
o Configuring a Backup GSLB Virtual Server
o Configuring a GSLB Setup to Respond with Multiple IP Addresses
o Configuring a GSLB Virtual Server to Respond with an Empty Address Record When DOWN
o Configuring a Backup IP Address for a GSLB Domain

o Diverting Excess Traffic to a Backup Virtual Server

Configuring a Backup GSLB Virtual Server

Updated: 2015-05-04

Configuring a backup entity for a GSLB virtual server ensures that DNS traffic to a site is not interrupted if the GSLB
virtual server goes down. The backup entity can be another GSLB virtual server, or it can be a backup IP address. With
a backup entity configured, if the primary GSLB virtual server goes down, the backup entity handles DNS requests. To
specify what should happen when the primary GSLB virtual server comes back up again, you can configure the backup
entity to continue handling traffic until you manually enable the primary virtual server to take over (using the
disablePrimaryOnDown option), or you can configure a timeout period after which the primary takes over.

If you configure both the timeout and the disablePrimaryOnDown option for the backup entity, the backup session time-
out takes precedence over the disablePrimaryOnDown setting.

To configure a backup GSLB virtual server by using the command line interface

At the command prompt, type the following commands to configure a GSLB virtual server as a backup virtual server and
verify the configuration:

o set gslb vserver <nane> -backupVServer <name> [-backupSessionTimeout <timeoutValue>] [-
disablePrimaryOnDown (ENABLED | DISABLED)]
o show gslb vserver <nane>

Example

set gslb vserver vserver-GSLB-1 -backupVServer vserver-GSLB-2 -backupSessionTi neout 3 -di sab
show gsl b vserver vserver-GSLB-1

To set GSLB virtual server as a backup virtual server by using the configuration utility

1. Navigate to Traffic Management > GSLB > Virtual Servers, and double-click the GSLB virtual server.
2. Click the Backup Virtual Server section and select the backup virtual server.

Configuring a GSLB Setup to Respond with Multiple IP Addresses

Updated: 2014-11-24

A typical DNS response contains the IP address of the best performing GSLB service. However, if you enable multiple IP
response (MIR), the NetScaler appliance sends the best GSLB service as the first record in the response and adds the
remaining active services as additional records. If MIR is disabled (the default), the NetScaler appliance sends the best
service as the only record in the response.

To configure a GSLB virtual server for multiple IP responses by using the command line interface

At the command prompt, type the following commands to configure a GSLB virtual server for multiple IP responses and
verify the configuration:

o set gslb vserver<nane> -MIR (ENABLED | DISABLED)
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o show gslb vserver <nane>

Example

set gslb vserver vserver-GSLB-1 -M R ENABLED
show gsl b vserver <vserver Nane>

To set a GSLB virtual server for multiple IP responses by using the configuration utility

1. Navigate to Traffic Management > GSLB > Virtual Servers and double-click the GSLB virtual server for which you
want to configure a backup virtual server (for example, vserver-GSLB-1).

2. On the Advanced tab, under When this VServer is &€0eUP,&€- select the Send all &€c=activeéa€. service IP in
response (MIR) check box, and click OK.

Configuring a GSLB Virtual Server to Respond with an Empty Address
Record When DOWN

Updated: 2014-11-24

A DNS response can contain either the IP address of the requested domain or an answer stating that the IP address for
the domain is not known by the DNS server, in which case the query is forwarded to another name server. These are
the only possible responses to a DNS query.

When a GSLB virtual server is disabled or in a DOWN state, the response to a DNS query for the GSLB domain bound
to that virtual server contains the IP addresses of all the services bound to the virtual server. However, you can
configure the GSLB virtual server to in this case send an empty down response (EDR). When this option is set, a DNS
response from a GSLB virtual server that is in a DOWN state does not contain IP address records, but the response
code is successful. This prevents clients from attempting to connect to GSLB sites that are down.

Note: You must configure this setting for each virtual server to which you want it to apply.
To configure a GSLB virtual server for empty down responses by using the command line interface

At the command prompt, type:
set gslb vserver<nanme> -EDR (ENABLED | DISABLED)

Example

> set gslb vserver vserver-GSLB-1 - EDR ENABLED
Done

To set a GSLB virtual server for empty down responses by using the configuration utility
1. Navigate to Traffic Management > GSLB > Virtual Servers and double-click the GSLB virtual server for which you
want to configure a backup virtual server (for example, vserver-GSLB-1).
2. On the Advanced tab, under When this VServer is a€ceDown,a€e select the Do not send any servicea€™s IP address

in response (EDR) check box.
3. Click OK.

Configuring a Backup IP Address for a GSLB Domain
Updated: 2014-11-24

You can configure a backup site for your GSLB configuration. With this configuration in place, if all of the primary sites
go DOWN, the IP address of the backup site is provided in the DNS response.

Typically, if a GSLB virtual server is active, that virtual server sends a DNS response with one of the active site IP
addresses as selected by the configured GSLB method. If all the configured primary sites in the GSLB virtual server are

inactive (in the DOWN state), the authoritative domain name system (ADNS) server or DNS server sends a DNS
response with the backup sitea€™s |IP address.

Note: When a backup IP address is sent, persistence is not honored.
To set a backup IP address for a domain by using the command line interface

At the command prompt, type the following commands to set a backup IP address and verify the configuration:

o set gslb vserver <name> -domainName <string> -backuplP <IPAddress>
o show gslb vserver <nane>
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Example

set gslb vserver vserver-GSLB-1 -donai nName www. abc. com - backupl P 10. 102. 29. 66
show gsl b vserver vserver-GSLB-1

To set a backup IP address for a domain by using the configuration utility

1. Navigate to Traffic Management > GSLB > Virtual Servers and double-click the GSLB virtual server to which you wani
to bind the backup domain (for example, vserver-GSLB-1).

2. Click the Domains section, configure the GSLB domain and specify the IP address of the backup domain in the
Backup IP field.

Diverting Excess Traffic to a Backup Virtual Server

Updated: 2014-11-24

Once the number of connections to a primary GSLB virtual server exceeds the configured threshold value, you can use
the spillover option to divert new connections to a backup GSLB virtual server. This threshold value can be calculated
dynamically or set manually. Once the number of connections to the primary virtual server drops below the threshold,
the primary GSLB virtual server resumes serving client requests.

You can configure persistence with spillover. When persistence is configured, new clients are diverted to the backup
virtual server if that client is not already connected to a primary virtual server. When persistence is configured,
connections that were diverted to the backup virtual server are not moved back to the primary virtual server after the
number of connections to the primary virtual server drops below the threshold. Instead, the backup virtual server
continues to process those connections until they are terminated by the user. Meanwhile, the primary virtual server
accepts new clients.

The threshold can be measured either by the number of connections or by the bandwidth.

If the backup virtual server reaches the configured threshold and is unable to take any additional load, the primary
virtual server diverts all requests to the designated redirect URL. If a redirect URL is not configured on the primary
virtual server, subsequent requests are dropped.

The spillover feature prevents the remote backup GSLB service (backup GSLB site) from getting flooded with client
requests when the primary GSLB virtual server fails. This occurs when a monitor is bound to a remote GSLB service,
and the service experiences a failure that causes its state to go DOWN. The monitor continues to keep the state of the
remote GSLB service UP, however, because of the spillover feature.

As part of the resolution to this problem, two states are maintained for a GSLB service, the primary state and effective
state. The primary state is the state of the primary virtual server and the effective state is the cumulative state of the
virtual servers (primary and backup chain). The effective state is set to UP if any of the virtual servers in the chain of
virtual servers is UP. A flag that indicates that the primary VIP has reached the threshold is also provided. The threshold
can be measured by either the number of connections or the bandwidth.

A service is considered for GSLB only if its primary state is UP. Traffic is directed to the backup GSLB service only
when all the primary virtual servers are DOWN. Typically, such deployments will have only one backup GSLB service.

Adding primary and effective states to a GSLB service has the following effects:

o When source IP persistence is configured, the local DNS is directed to the previously selected site only if the
primary virtual server on the selected site is UP and below threshold. Persistence can be ignored in the
round robin mode.

o If cookie-based persistence is configured, client requests are redirected only when the primary virtual server
on the selected site is UP.

o If the primary virtual server has reached its saturation and the backup VIP(s) is absent or down, the effective
state is set to DOWN.

o If external monitors are bound to an HTTP-HTTPS virtual server, the monitor decides the primary state.

o If there is no backup virtual server to the primary virtual server and the primary virtual server has reached its
threshold, the effective state is set to DOWN.

To configure a backup GSLB virtual server by using the command line interface

At the command prompt, type the following commands to configure a backup GSLB virtual server and verify the
configuration:

o set gslb vserver <name> -soMethod <method> -soThreshold <threshold> -soPersistence ( ENABLED |
DISABLED ) -soPersistenceTimeout <timeout>

citrix.com 221



o show gslb vserver <name>

Example

set gslb vserver Vserver-GSLB-1 -soMet hod CONNECTI ON -soThreshol d 1000 -soPersistence ENABLE
show gsl b vserver Vserver-GSLB-1

To configure a backup GSLB virtual server by using the configuration utility

1. Navigate to Traffic Management > GSLB > Virtual Servers and double-click the virtual server that you want to
configure as a backup (for example, Vserver-LB-1).
2. Click the SpillOver section and set the following parameters:
o Methoda€” soMethod
o Threshold&€” soThreshold
o Persistence Time-out (min) &€” soPersistenceTimeout
3. Select the Persistence option and click OK.
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Managing Client Connections

To facilitate management of client connections, you can enable delayed cleanup of connections to the virtual server.
You can then manage local DNS traffic by configuring DNS policies.

This document includes the following information:
o Enabling Delayed Cleanup of Virtual Server Connections
o Managing Local DNS Traffic by Using DNS Policies

o Adding DNS Views

Enabling Delayed Cleanup of Virtual Server Connections

Updated: 2014-11-24

The state of a virtual server depends on the states of the services bound to it, and the state of each service depends on
the monitors bound to it. If a server is slow or down, the monitoring probes time out and the service that represents the
server is marked as DOWN. A virtual server is marked as DOWN only when all services bound to it are marked as
DOWN. You can configure services and virtual servers to either terminate all connections when they go down, or allow
the connections to go through. The latter setting is for situations in which a service is marked as DOWN because of a
slow server.

When you configure the down state flush option, the NetScaler appliance performs a delayed cleanup of connections to
a GSLB service that is down.

To enable delayed cleanup of virtual server connections by using the command line interface

At the command prompt, type the following commands to configure delayed connection cleanup and verify the
configuration:

o set gslb service <nane> -downStateFlush (ENABLED | DISABLED)
o show gslb service <nane>

Example

> set gslb service Service-GSLB-1 -downSt at eFl ush ENABLED
Done

> show gsl b service Service-GSLB-1
Done

To enable delayed cleanup of virtual server connections by using the configuration utility

1. Navigate to Traffic Management > GSLB > Services and double-click the service.
2. Click the Other Settings section and select the Down State Flush option.

Managing Local DNS Traffic by Using DNS Policies
Updated: 2015-05-22

You can use DNS policies to implement site affinity by directing traffic from the IP address of a local DNS resolver or
network to a predefined target GSLB site. This is configured by creating DNS policies with DNS expressions and binding
the policies globally on the NetScaler appliance.

This document includes the following information:
o DNS Expressions
o Configuring DNS Actions
o Configuring DNS Policies
o Binding DNS Policies

DNS Expressions
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Updated: 2013-07-18

The NetScaler appliance provides certain predefined DNS expressions that can be used for configuring actions specific
to a domain. Such actions can, for example, drop certain requests, select a specific view for a specific domain, or
redirect certain requests to a specific location.

These DNS expressions (also called rules) are combined to create DNS policies that are then bound globally on the
NetScaler appliance.

Following is the list of predefined DNS qualifiers available on the NetScaler appliance:

CLI ENT. UDP. DNS. DOVAI N. EQ( &€cglonmai nnaneé€e)
CLI ENT. UDP. DNS. | S_AREC

CLI ENT. UDP. DNS. | S_AAAAREC

CLI ENT. UDP. DNS. | S_SRVREC

CLI ENT. UDP. DNS. | S_MXREC

CLI ENT. UDP. DNS. | S_SQAREC

CLI ENT. UDP. DNS. | S_PTRREC

CLI ENT. UDP. DNS. | S_CNAME

CLI ENT. UDP. DNS. | S_NSREC

CLI ENT. UDP. DNS. | S_ANYREC

O 0 O0O0OO0OOOOO OO

The CLI ENT. UDP. DNS. DOVAI N DNS expression can be used with string expressions. If you are using domain names
as part of the expression, they must end with a period (.). For example, CLI ENT. UDP. DNS. DOVAI N. ENDSW TH( a€ce
abc. com a€-)

To create an expression by using the configuration utility

1. Click the icon next to the Expression text box. Click Add. (Leave the Flow Type and Protocol drop-down list boxes
empty.) Follow these steps to create a rule.

In the Quialifier box, select a qualifier (for example, LOCATION).

In the Operator box, select an operator (for example, ==).

In the Value box, type a value (for example, Asia, Japan....).

Click OK. Click Create and click Close. The rule is created.

Click OK.

R

Configuring DNS Actions

Updated: 2014-11-24

A DNS policy includes the name of a DNS action to be performed when the policy rule evaluates to TRUE. A DNS action can
do one of the following:

o Send the client an IP address for which you have configured a DNS view. For more information about DNS
views, see Adding DNS Views.

o Send the client the IP address of a GSLB service after referring to a list of preferred locations that overrides
static proximity behavior. For more information about preferred locations, see Overriding Static Proximity
Behavior by Configuring Preferred Locations.

o Send the client a specific IP address as determined by the evaluation of the DNS query or response (DNS
response rewrite).

o Forward a request to the name server without performing a lookup in the appliance's DNS cache.

o Drop arequest.

You cannot create a DNS action for dropping a DNS request or for bypassing the DNS cache on the appliance. If you
want to drop a DNS request, use the built-in action, dns_def aul t _act _Dr op. If you want to bypass the DNS cache,
use the built-in action, dns_def aul t _act _Cachebypass. Both actions are available along with custom actions in the
Create DNS Policy and the Configure DNS Policy dialog boxes. These built-in actions cannot be modified or removed.
To configure a DNS action by using the command line interface

At the command prompt, type the following commands to configure a DNS action and verify the configuration:
o add dns action <actionName> <actionType> (-IPAddress <ip_addr | ipv6_addr> ... | -viewName <string> | -

preferredLocList <string> ...) [-TTL <secs>]
o show dns action [<actionName>]

Examples
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Example 1: Configuring DNS Response Rewrite. The following DNS action sends the client a preconfigured IP
address when the policy to which the action is bound evaluates to true:

> add dns action dns_act_response_rewite Rewite_ Response -1PAddress 192.0.2.20 192.0.2.56
Done

> show dns action dns_act_response_rewrite

1) ActionNane: dns_act_response_rewite ActionType: Rewite_Response TTL: 3600
Done

Example 2: Configuring a DNS-View Based Response. The following DNS action sends the client an IP address for
which you have configured a DNS view:

> add dns action send_ip_fromview internal _ip ViewNane -viewNane view_internal _ip
Done

> show dns action send_ip_fromview.internal _ip

1) ActionName: send_ip_fromview.internal _ip ActionType: ViewNane Vi emNane: vie
Done

Example 3: Configuring a Response Based on a Preferred Location List. The following DNS action sends the client
the IP address that corresponds to the preferred location that it selects from the specified list of locations:

> add dns action send_preferred_|l ocation Gsl bPreflLoc -preferredLocList NA tx.nsl.*.*. * NA tx
Done

> show dns action send_preferred_| ocation

1) ActionNarme: send_preferred_|l ocation ActionType: GslbPreflLoc PreferredLoclList:
Done

To configure a DNS action by using the NetScaler configuration utility

1. Navigate to Traffic Management > DNS > Actions, create or edit a DNS action.
2. In the Create DNS Action or Configure DNS Action dialog box, set the following parameters:
o Action Name (cannot be changed for an existing DNS action)
o Type (cannot be changed for an existing DNS action)
To set the Type parameter, do one of the following:

e To create a DNS action that is associated with a DNS view, select View Name. Then, from the
View Name list, select the DNS view that you want to use in the action.

e To create a DNS action with a preferred location list, select Preferred Location List. In Preferred
Location, enter a location, and then click Add. Add as many DNS locations as you want.

e To configure a DNS action for rewriting a DNS response on the basis of policy evaluation, select
Rewrite Response. In IP Address, enter an IP address, and then click Add. Add as many IP
addresses as you want.

o TTL (applicable only to the Rewrite Response action type)

Configuring DNS Policies

Updated: 2014-11-24

DNS policies operate on a location database that uses static and custom IP addresses. The attributes of the incoming local
DNS request are defined as part of an expression, and the target site is defined as part of a DNS policy. While defining
actions and expressions, you can use a pair of single quotation marks (&€"a€™) as a wildcard qualifier to specify more than
one location. When a DNS policy is configured and a GSLB request is received, the custom IP address database is first
queried for an entry that defines the location attributes for the source:

o When a DNS query comes from an LDNS, the characteristics of the LDNS are evaluated against the
configured policies. If they match, an appropriate action (site affinity) is executed. If the LDNS characteristics
match more than one site, the request is load balanced between the sites that match the LDNS
characteristics.

o If the entry is not found in the custom database, the static IP address database is queried for an entry, and if
there is a match, the above policy evaluation is repeated.

o If the entry is not found in either the custom or static databases, the best site is selected and sent in the
DNS response on the basis of the configured load balancing method.

The following restrictions apply to DNS policies created on the NetScaler appliance.

o A maximum of 64 policies are supported.

o DNS policies are global to the NetScaler and cannot be applied to a specific virtual server or domain.
o Domain or virtual server specific binding of policy is not supported.
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You can use DNS policies to direct clients that match a certain IP address range to a specific site. For example, if you

have a GSLB setup with multiple GSLB sites that are separated geographically, you can direct all clients whose IP

address is within a specific range to a particular data center.

Both TCP-based and UDP-based DNS traffic can be evaluated. Policy expressions are available for UDP-based DNS traffic
on the server and for both UDP-based DNS traffic and TCP-based DNS traffic on the client side. Additionally, you can
configure expressions to evaluate queries and responses that involve only the following DNS question types (or QTYPE
values):

A
AAAA
NS
SRV
PTR
CNAME
SOA
MX
ANY

O 0O0OO0OO0OO0OO0OO0OO o

The following response codes (RCODE values) are also supported:

NOERROR - No error

FORMERR - Format error

SERVFAIL - Server failure

NXDOMAIN - Non-existent domain
NOTIMP - Query type not implemented
REFUSED - Query refused

O 0O O0OO0OO0OO

You can configure expressions to evaluate DNS traffic. A DNS expression begins with the DNS. REQor DNS. RES
prefixes. Functions are available for evaluating the queried domain, the query type, and the carrier protocol. For more
information about DNS expressions, see "Expressions for Evaluating a DNS Message and Identifying Its Carrier
Protocol" in "Policy Configuration and Reference".

To add a DNS policy by using the command line interface

At the command prompt, type the following commands to create a DNS policy and verify the configuration:

o add dns policy <name> <rule> <actionName>
o show dns policy <name>

Example

> add dns policy policy-GSLB-1 ' CLI ENT. UDP. DNS. DOVAI N. EQ(\ "dorai nnane\")"' ny_dns_action
Done
> show dns policy policy-GSLB-1
Name: policy-GSLB-1
Rul e: CLI ENT. UDP. DNS. DOVAI N. EQ( " domai nnane")
Action Nane: ny_dns_action
Hts: O
Undef Hits: O

Done
To remove a configured DNS policy by using the command line interface

At the command prompt, type:
rm dns policy <name>

To configure a DNS policy by using the NetScaler configuration utility

1. Navigate to Traffic Management > DNS > Policies and create a DNS policy.
2. In the Create DNS Policy or Configure DNS Policy dialog box, set the following parameters:
o Policy Name (cannot be changed for an existing policy)
o Action
o Expression
To specify an expression, do the following:
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a. Click Add, and then, in the drop-down box that appears, select the expression element with
which you want to begin the expression. A second list appears. The list contains a set of
expression elements that you can use immediately after the firs expression element.

b. In the second list, select the expression element that you want, and then enter a period.

c. After each selection, if you enter a period, the next set of valid expression elements appear in a
list. Select expression elements and fill in arguments to functions until you have the expression

you want.
3. Click Create or OK, and then click Close.

Binding DNS Policies
Updated: 2013-08-29
DNS policies are bound globally on the NetScaler appliance and are available for all configured GSLB virtual servers.

Even though DNS policies are globally bound, policy execution can be limited to a specific GSLB virtual server by
specifying the domain in the expression.

Note: Even though the bind dns global command accepts REQ OVERRI DE and RES_OVERRI DE as valid bind points, those
bind points are redundant, because DNS policies can be bound only globally. Bind your DNS policies only to the

REQ DEFAULT and RES_DEFAULT bind points.

To bind a DNS policy globally by using the command line interface

At the command prompt, type the following commands to bind a DNS policy globally and verify the configuration:

o hind dns global <policyName> <priority> [-gotoPriorityExpression <string>] [-type <type>]
o show dns global -type <type>

Example

> bind dns gl obal policy-GSLB-1 10 -gotoPriorityExpressi on END

Done
> show dns gl obal -type REQ DEFAULT
1) Policy Nanme: policy-GSLB-1
Priority: 10
Got oPriorityExpression: END
Done

To bind a DNS policy globally by using the configuration utility

Navigate to Traffic Management > DNS > Policies.

In the details pane, click Global Bindings.

In the Bind/Unbind DNS Policy(s) to Global dialog box, click Insert Policy.

In the Policy Name column, select, from the list, the policy that you want to bind. Alternatively, in the list, click New

Policy, and then create a DNS policy by setting parameters in the Create DNS Policy dialog box.

To modify a policy that is already bound globally, click the name of the policy, and then click Modify Policy. Then, in

the Configure DNS Policy dialog box, modify the policy, and then click OK.

6. To unbind a policy, click the name of the policy, and then click Unbind Policy.

7. To modify the priority assigned to a policy, double-click the priority value, and then enter a new value.

8. To regenerate assigned priorities, click Regenerate Priorities. The priority values are modified to begin at 100, with
increments of 10, without affecting the order of evaluation.

9. Click OK.

PwbnhpE

o

To view the global bindings of a DNS policy by using the command line interface

At the command prompt, type:
show dns global

To view the global bindings of a DNS policy by using the configuration utility

1. Navigate to Traffic Management > DNS > Policies.
2. In the details pane, click Global Bindings. The global bindings of all DNS policies appear in this dialog box.

Adding DNS Views

Updated: 2014-11-24
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You can configure DNS views to identify various types of clients and provide an appropriate IP address to a group of
clients who query for the same GSLB domain. DNS views are configured by using DNS policies that select the IP
addresses sent back to the client.

For example, if you have configured GSLB for your companya€™s domain and have the server hosted in your
companya€™s network, clients querying for the domain from within your companya€™s internal network can be
provided with the serveré€™s internal IP address instead of the public IP address. Clients that query DNS for the
domain from the Internet, on the other hand, can be provided the domain's public IP address.

To add a DNS view, you assign it a name of up to 31 characters. The leading character must be a number or letter. The
following characters are also allowed: @ _ - . (period) : (colon) # and space (). After adding the view, you configure a
policy to associate it with clients and a part of the network, and you bind the policy globally. To configure and bind a
DNS policy, see Configuring DNS Policies and Binding DNS Policies.

To add a DNS view by using the command line interface

At the command prompt, type the following commands to create a DNS view and verify the configuration:

o add dns view <viewName>
o show dns view <viewName>

Example

add dns vi ew Privat eSubnet
show dns vi ew Privat eSubnet

To remove a DNS view by using the command line interface

At the command prompt, type:
rm dns view <viewName>

To add a DNS view by using the configuration utility
Navigate to Traffic Management > DNS > Views and add a DNS view.

For details on how to create a DNS policy, see Configuring DNS Policies and for details on how to bind DNS policies
globally, see Binding DNS Palicies.
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Configuring GSLB for Disaster Recovery

Disaster recovery capability is critical, because downtime is costly. A NetScaler appliance configured for GSLB forwards
traffic to the least-loaded or the best-performing data center. This configuration, referred to as an active-active setup,
not only improves performance, but also provides immediate disaster recovery by routing traffic to other data centers if a
data center that is part of the setup goes down. Alternatively, you can configure an active-standby GSLB setup for
disaster recovery only.

This document includes the following information:
o Configuring GSLB for Disaster Recovery in an Active-Standby Data Center Setup
o Configuring for Disaster Recovery in an Active-Active Data Center Setup
o Configuring for Disaster Recovery with Weighted Round Robin

o Configuring for Disaster Recovery with Data Center Persistence

Configuring GSLB for Disaster Recovery in an Active-Standby Data Center
Setup

Updated: 2014-11-24

A conventional disaster recovery setup includes an active data center and a standby data center. The standby data center is
a remote site. When a failover occurs as a result of a disaster event that causes the primary active data center to be inactive,
the standby data center becomes operational.

Configuring disaster recovery in an active-standby data-center setup consists of the following tasks.

o Create the active data center.
Add a local GSLB site.
Add a GSLB vserver, which represents the active data center.
Bind the domain to the GSLB virtual server.
Add gslb services and bind the services to active GSLB virtual server.
o Create the standby data center.
Add a remote gslb site.
Add a gslb vserver, which represents standby data center.
Add gslb services which represents standby data center and bind the services to the standby gslb
vserver.
Designate the standby data center by configuring the standby GSLB virtual server as the backup virtual
server for the active GSLB virtual server.

Once you have configured the primary data center, replicate the configuration for the backup data center and designate
it as the standby GSLB site by designating a GSLB virtual server at that site as the backup virtual server.

For details on how to configure a basic GSLB setup, see Configuring Global Server Load Balancing (GSLB).
To designate the standby GSLB site by using the command line interface

At both the active site and the remote site, at the command prompt, type:
set gslb vserver <name> -backupVserver <string>

Example

set gslb vserver vserver-GSLB-1 -backupVServer vserver-GSLB-2

To configure the standby site by using the configuration utility
1. I\I_avigate to Traffic Management > GSLB > Virtual Servers and double-click the GSLB virtual server for the primary
2. ?:Iltiec):.k the Backup Virtual Server section and select a backup virtual server.

By default, once the primary virtual server becomes active, it starts receiving traffic. However, if you want the traffic to be

directed to the backup virtual server even after the primary virtual server becomes active, use the a€ disable primary on
downa€™ option.
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Configuring for Disaster Recovery in an Active-Active Data Center Setup

An active-active GSLB deployment, in which both GSLB sites are active, removes any risk that may arise in having a
standby data center. With such a setup, web or application content can be mirrored in geographically separate
locations. This ensures that data is consistently available at each distributed data center.

To configure GSLB for disaster recovery in an active-active data center set up, you must first configure the basic GSLB
setup on the first data center and then configure all other data centers.

First create at least two GSLB sites. Then, for the local site, create GSLB a virtual server and GSLB services and bind
the services to the virtual servers. Then create ADNS services and bind the domain for which you are configuring GSLB
to the GSLB virtual server in the local site. Finally, at the local site, create a load balancing virtual server with the same
virtual server IP address as the GSLB service.

Once you have configured the first data center, replicate the configuration for other data centers part of the setup.

For details on how to configure a basic GSLB setup, see Configuring Global Server Load Balancing (GSLB).

Configuring for Disaster Recovery with Weighted Round Robin

Updated: 2014-11-24

When you configure GSLB to use the weighted round robin method, weights are added to the GSLB services and the
configured percentage of incoming traffic is sent to each GSLB site. For example, you can configure your GSLB setup
to forward 80 percent of the traffic to one site and 20 percent of the traffic to another. After you do this, the NetScaler
appliance will send four requests to the first site for each request that it sends to the second.

To set up the weighted round robin method, first create two GSLB sites, local and remote. Next, for the local site create
a GSLB virtual server and GSLB services, and bind the services to the virtual servers. Configure the GSLB method as
round robin. Next, create ADNS services and bind the domain for which you are configuring GSLB to the GSLB virtual
server. Finally, create a load balancing virtual server with the same virtual server IP address as the GSLB service.
Each service that represents a physical server in the network has weights associated with it. Therefore the GSLB
service is assigned a dynamic weight that is the sum of weights of all services bound to it. Traffic is then split between
the GSLB services based on the ratio of the dynamic weight of the particular service to the total weight. You can also
configure individual weights for each GSLB service instead of the dynamic weight.

If the services do not have weights associated with them, you can configure the GSLB virtual server to use the number
of services bound to it to calculate the weight dynamically.

For details on how to configure a basic GSLB setup, see Configuring Global Server Load Balancing (GSLB).

Once you configure a basic GSLB setup, you must configure the weighted round robin method such that the traffic is
split between the configured GSLB sites according to the weights configured for the individual services.

To configure a virtual server to assign weights to services by using the command line interface

At the command prompt, type one of the following commands, depending upon whether you want to create a new load
balancing virtual server or configure an existing one:

o add Ib vserver <nanme>@-weight <WeightValue> <ServiceName>
o set Ib vserver <nane>@-weight <WeightValue> <ServiceName>

Example

add I b vserver Vserver-LB-1 -weight 4 Service-HITP-1
set | b vserver Vserver-LB-1 -weight 4 Service-HITP-1

To set dynamic weight by using the command line interface

At the command prompt, type:
set gslb vserver <nane> -dynamicWeight DynamicWeightType

Example

set gslb vserver Vserver-GSLB-1 -dynani cWi ght Servi ceWei ght

To add weights to the GSLB services by using the command line interface
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At the command prompt, type:
set gslb vserver <nanme> -serviceName GSLBServiceName -weight WeightValue

Example
set gslb vserver Vserver-GSLB-1 -serviceNane Service-GSLB-1 -weight 1
To configure a virtual server to assign weights to services by using the configuration utility
1. Navigate to Traffic Management > Load Balancing > Virtual Servers and double-click the virtual server (for example,

Vserver-LB-1).
2. Click the Services section and set the weight of a service.

To add weights to the GSLB services by using the configuration utility
1. Navigate to Traffic Management > GSLB > Virtual Servers and double-click the virtual server (for example, vserver-

GSLB-1)
2. Click the Services section and set the weight of the service in the Weight field.

To set dynamic weight by using the configuration utility
1. Navigate to Traffic Management > GSLB > Virtual Servers and double-click the virtual server (for example, vserver-

GSLB-1).
2. Click the Method section and, from the Dynamic Weight drop-down list select SERVICEWEIGHT.

Configuring for Disaster Recovery with Data Center Persistence

Updated: 2014-11-24

Data center persistence is required for web applications that require maintaining a connection with the same server
instead of having the requests load balanced. For example, in an e-commerce portal, maintaining a connection between
the client and the same server is critical. For such applications, HTTP redirect persistence can be configured in an

active-active setup.

To configure GSLB for disaster recovery with data center persistence, you must first configure the basic GSLB set up
and then configure HTTP redirect persistence.

First create two GSLB sites, local and remote. Next, for the local site, create a GSLB virtual server and GSLB services
and bind the services to the virtual server. Next, create ADNS services and bind the domain for which you are
configuring GSLB to the GSLB virtual server at the local site. Next, create a load balancing virtual server with the same
virtual server IP address as the GSLB service. Finally, duplicate the previous steps for the remote configuration, or
configure the NetScaler appliance to autosynchronize your GSLB configuration.

For details on how to configure a basic GSLB setup, see Configuring Global Server Load Balancing (GSLB).

Once you have configured a basic GSLB setup, configure HTTP redirect precedence to enable data center persistence.
To configure HTTP redirect by using the command line interface

At the command prompt, type the following commands to configure HTTP redirect and verify the configuration:

o set gslb service <serviceName> -sitePersistence <sitePersistence> -sitePrefix <string>
o show gslb service <serviceName>

Example

set gslb service Service-GSLB-1 -sitePersistence HITPRedi rect -sitePrefix vserver-GSLB-1
show gsl b service Service-GSLB-1

To configure HTTP redirect by using the configuration utility
1. Navigate to Traffic Management > GSLB > Services and double-click the GSLB service to be configured.

2. Click the Site Persistence section, select the HTTPRedirect option, and in the Site Prefix text box, enter the site
prefix (for example, vserver-GSLB-1).
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Configuring GSLB for Proximity

When you configure GSLB for proximity, client requests are forwarded to the closest data center. The main benefit of
the proximity-based GSLB method is faster response times resulting from the selection of the closest available data
center. Such a deployment is critical for applications that require fast access to large volumes of data.

You can configure GSLB for proximity based on the round trip time (RTT), static proximity, or a combination of the two.

Configuring Dynamic Method (RTT)

Dynamic round trip time (RTT) is a measure of time or delay in the network between the clienta€™s local DNS server
and a data resource. To measure dynamic RTT, the NetScaler appliance probes the clientd€™s local DNS server and
gathers RTT metric information. The NetScaler then uses this metric to make its load balancing decision. Global server
load balancing monitors the real-time status of the network and dynamically directs the client request to the data center
with the lowest RTT value

To configure GSLB for proximity with dynamic method, you must first configure the basic GSLB set up and then
configure dynamic RTT.

First create two GSLB sites, local and remote. Then, for the local site, create a GSLB virtual server and GSLB services
and bind the services to the virtual server. Then create ADNS services and bind the domain for which you are
configuring GSLB to the GSLB virtual server at the local site. Finally, create a load balancing virtual server with the
same virtual server IP address as the GSLB service.

For details on how to configure a basic GSLB setup, see Configuring Global Server Load Balancing (GSLB).
Once you have configured a basic GSLB setup, configure the dynamic RTT method.

For details on how to configure the GSLB virtual server to use the dynamic RTT method for load balancing, see
Configuring Dynamic RTT.

Configuring Static Proximity

The static proximity method for GSLB uses an IP address-based static proximity database to determine the proximity
between the clienta€™s local DNS server and the GSLB sites. The NetScaler appliance responds with the IP address
of a site that best matches the proximity criteria.

If two or more GSLB sites at different geographic locations serve the same content, the NetScaler appliance maintains a
database of IP address ranges and uses the database for decisions about the GSLB sites to which to direct incoming
client requests.

To configure GSLB for proximity with static proximity, you must first configure the basic GSLB set up and then configure
static proximity.

First create two GSLB sites, local and remote. Then, for the local site, create a GSLB virtual server and GSLB services
and bind the services to the virtual server. Then create ADNS services and bind the domain for which you are
configuring GSLB to the GSLB virtual server at the local site. Finally, create a load balancing virtual server with the
same virtual server IP address as the GSLB service.

For details on how to configure a basic GSLB setup, see Configuring Global Server Load Balancing (GSLB).
Once you have configured a basic GSLB setup, configure static proximity.

For details on how to configure the GSLB virtual server to use static proximity for load balancing, see Configuring Static
Proximity.

Configuring Static Proximity and Dynamic RTT

You can configure the GSLB virtual server to use a combination of static proximity and dynamic RTT when you have
some clients coming from an internal network like a branch office. You can configure GSLB such that the clients coming
from the branch office or any other internal network are directed to a particular GSLB site that is geographically close to
the client network. For all other requests, you can use dynamic RTT.

First create two GSLB sites, local and remote. Then, for the local site, create a GSLB virtual server and GSLB services
and bind the services to the virtual server. Then create ADNS services and bind the domain for which you are
configuring GSLB to the GSLB virtual server at the local site. Finally, create a load balancing virtual server with the
same virtual server IP address as the GSLB service.
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For details on how to configure a basic GSLB setup, see Configuring Global Server Load Balancing (GSLB).

Once you have configured a basic GSLB setup, configure the GSLB virtual server to use static proximity for all traffic
originating from an internal network and then use dynamic RTT for all other traffic.

For details on how to configure static proximity, see Configuring Static Proximity and for details on how to configure
dynamic RTT, see Configuring Dynamic RTT.
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Configuring Parent-Child Topology

NetScaler appliances configured for global server load balancing (GSLB) provide for disaster recovery and ensure
continuous availability of applications by protecting against points of failure in a wide area network (WAN). GSLB can
balance the load across data centers by directing client requests to the closest or best performing data center, or to
surviving data centers in the event of an outage.

There are three fundamental entities that must be configured for GSLB:

o Site: A GSLB site represents a NetScaler or a high availability (HA) pair of NetScaler appliances that
maintain GSLB state information and provide information about how the NetScaler nodes should
communicate. A site can also represent a data center.

o GSLB virtual server: A GSLB virtual server represents a group of resources to which users can be
directed, and the logic used to select one resource verses another.

o GSLB service: A GSLB service represents a target resource and is bound to a GSLB virtual server. The
target resource might be a load balancing virtual server on a NetScaler, or it could represent a third party
server.

Sites and services are inherently linked to indicate proximity between the two. That is, all services must belong to a site,
and are assumed to be in the same location as the GSLB site for proximity purposes. Likewise, services and virtual
servers are linked, so that the logic is linked to the resources that are available.

Relationships among GSLB Sites
The concept of sites is central to NetScaler GSLB implementations. Unless otherwise specified, sites form a peer
relationship among themselves. This relationship is used first to exchange health information and then to distribute
load as determined by the selected algorithm. In many situations, however, a peer relationship among all GSLB sites
is not desirable. Reasons for not having an all-peer implementation could be

1. To clearly separate GSLB sites. For example, to separate sites that participate in resolving DNS queries from
the traffic management sites.

2. To reduce the volume of Metric Exchange Protocol (MEP) traffic, which increases exponentially with an
increasing number of peer sites.

These goals can be achieved by using parent and child GSLB sites. Parent-child relationships can be used to build a two-
level hierarchical GSLB design with the following characteristics:

o At the top level are parent sites that have peer relationships with other parents.

o Each parent can have multiple children, but each child can have only one parent.

o Each parent site exchanges health information with its children and with other parent sites.
o A child communicates only with its parent.

Note: In a parent-child relationship for GSLB, only the parent site does the GSLB resolution. The child sites act as normal
load balancing sites.
Limitations of GSLB Parent-Child site configuration:

o You can configure 32 Parent sites and 1024 Child sites for each Parent site.

o On the Child site, by default, the nwmetricExchange and sessionExchange options are disabled.

o Round Trip Time (RTT) GSLB method is not recommended for GSLB Parent-Child site configuration.
o ADNS service or DNS load balancing virtual servers should be configured only in the Parent site.

Setting Up a Parent-Child Configuration for Global Server Load Balancing
If you have a firewall configured at a GSLB site, make sure that port 3011 is open. Follow the procedures at the
following location to create services and virtual servers: Configuring Global Server Load Balancing (GSLB)
Figure 1. GSLB Parent-Child Topology
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In the above figure:

o GSLB_Sitell and GSLB_Sitel?2 are parent sites in a peer relationship.
o sitell Ibl and sitell Ib2 are the child sites of GSLB_Sitel1, while site12_Ib1 and site_Ib2 are the
child sites of GSLB_Site12.

The configuration of each parent site includes the information about all the child sites associated with it, but the
configuration of each child site pertains only to that child and its parent. A child site is not aware about any other
parent site or other child sites in the configuration. For example, in the above figure, the configuration of child site
sitel1_Ib1 would include only information about its parent site, GSLB_Site11.

Note: GSLB auto sync syncs only the GSLB configuration across the parent sites. It does not sync any configuration
to the child sites.

To set up a parent-child configuration for GSLB by using the NetScaler
command line
1. On each parent site, enter the following command: add gslb site<si t eNane><si t el PAddr ess> [-publiclP

<i p_addr|i pv6_addr | *>] [-parentSite<st r i ng>] For example: # add gslb site gslb_sitell 1.1.1.1 -

publiclP 1.1.1.1

# add gslb site sitell Ibl 1.1.1.2 -publiclP 1.1.1.2 -parentSite gslb_sitell

# add gslb site sitell Ib2 1.1.1.3 -publiclP 1.1.1.3 -parentSite gslb_sitell

# add gslb site gslb_sitel2 3.3.3.1 -publiclP 3.3.3.1

# add gslb site sitel2 Ibl 3.3.3.2 -publiclP 3.3.3.2 -parentSite gslb_sitel2

# add gslb site sitel2 | b2 3.3.3.3 -publiclP 3.3.3.3 -parentSite gslb_sitel2

The above command makes the parent site aware of its child sites as well as of the other parent site in the
configuration.

2. On each child site, enter the following command: add gslb site<si t eNane><si t el PAddr ess> [-publiclP
<i p_addr|i pv6_addr| *>] [-parentSite<st ri ng>] For example: # add gslb site sitell Ibl 1.1.1.1 -
publiclP 1.1.1.1
# add gslb site sitell Ibl 1.1.1.2 -publiclP 1.1.1.2 -parentSite gslb_sitell

The above command creates the child site and adds the parent-site information to child sited€™s configuration.

Network metrics, such as RTT and persistence session information, are synced only across the parent sites.
Therefore, parameters like nwiVet ri ¢ and sessi onExchange are disabled by default on all the child sites.

To verify correct parent-child configuration, check the states of all the GSLB services bound to the parent sites.

Note: If you want to use different private and public IP address for GSLB services, add the corresponding GSLB-service
related configuration to the child site in a separate procedure, not as part of the GSLB site configuration.
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Link Load Balancing

Link load balancing (LLB) balances outbound traffic across multiple Internet connections provided by different service
providers. LLB enables the CitrixA® NetScalerA® appliance to monitor and control traffic so that packets are transmitted
seamlessly over the best possible link. Unlike with server load balancing, where a service represents a server, with LLB,
a service represents a router or the next hop. A link is a connection between the NetScaler and the router.

To configure link load balancing, many users begin by configuring a basic setup with default settings. Configuring a
basic setup involves configuring services, virtual servers, monitors, routes, an LLB method, and, optionally, configuring
persistence. Once a basic setup is operational, you can customize it for your environment.

Load balancing methods that are applicable to LLB are round robin, destination IP hash, least bandwidth, and least
packets. You can optionally configure persistence for connections to be sustained on a specific link. The available
persistence types are source IP address-based, destination IP address-based, and source IP and destination IP
address-based. PING is the default monitor but configuring a transparent monitor is recommended.

You can customize your setup by configuring reverse NAT (RNAT) and backup links.
This document includes the following information:

Configuring a Basic LLB Setup
Configuring RNAT with LLB
Configuring a Backup Route
Resilient LLB Deployment Scenario
Monitoring an LLB Setup

O 0 O0O0OOo
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Configuring a Basic LLB Setup

To configure LLB, you first create services representing each router to the Internet Service Providers (ISPs). A PING
monitor is bound by default to each service. Binding a transparent monitor is optional but recommended. Then, you
create a virtual server, bind the services to the virtual server, and configure a route for the virtual server. The route
identifies the virtual server as the gateway to the physical routers represented by the services. The virtual server selects
a router by using the load balancing method that you specify. Optionally, you can configure persistence to make sure
that all traffic for a particular session is sent over a specific link.

To configure a basic LLB setup, do the following:

o

Configure services

o

Configure an LLB virtual server and binding a service

o

Configure the LLB method and persistence

o

Configure an LLB route

o

Create and bind a transparent monitor

Configuring Services

Updated: 2014-10-27

A default monitor (PING) is automatically bound to a service type of ANY when the service is created, but you can replace the
default monitor with a transparent monitor, as described in "Creating and Binding a Transparent Monitor."

To create a service by using the command line interface

At the command prompt, type:

o add service <name> <IP> <serviceType> <port>
o show service <name>

Example

add service | SPIR svc_any 10.10. 10. 254 any *
show service | SP1IR svc_any
| SP1IR svc_any (10.10.10.254:*) - ANY
State: DOM
Last state change was at Tue Aug 31 04:31:13 2010
Time since last state change: 2 days, 05:34:18.600
Server Nane: 10.10.10. 254
Server ID: O Moni tor Threshold : O
Max Conn: O Max Req: O Max Bandwi dth: 0 kbits
Use Source |IP: NO
Client Keepalive(CKA): NO
Access Down Service: NO
TCP Buffering(TCPB): YES
HTTP Conpressi on(CVP): NO
Idle tineout: Cient: 120 sec Server: 120 sec
Client |IP: DI SABLED
Cacheabl e: NO

SC. OFF
SP: OFF
Down state flush: ENABLED
1) Moni t or Nane: ping
State: UP Weight: 1
Probes: 244705 Failed [Total: O Current: O]
Last response: Success - | CWP echo reply received.

Response Tine: 1.322 mllisec
Done

To create services by using the configuration utility

Navigate to Traffic Management > Load Balancing > Services, and create a service.
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To create services by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services.
In the details pane, click Add.
3. In the Create Service dialog box, specify values for the following parameters:

n

o Service Name*a€"name

o Servera€’IP

o Protocol*a€"serviceType (Select ANY from the drop-down list.)
o Port*a€"port

* A required parameter

Click Create.

Repeat Steps 2-4 to create another service.

Click Close.

In the Services pane, select the services that you just configured and verify that the settings displayed at the bottom o
the screen are correct.

No oA

Configuring an LLB Virtual Server and Binding a Service

Updated: 2014-10-28

After you create a service, create a virtual server and bind services to the virtual server. The default LB method of least
connections is not supported in LLB. For information about changing the LB method, see "Configuring the LLB Method and
Persistence."

To create a link load balancing virtual server and bind a service by using the command line
interface

At the command prompt, type:

o add Ib vserver <name> <serviceType>
o bind Ib vserver < name> <serviceName>
o show Ib vserver < name>

Example

add | b vserver Routerl-vip any

bind I'b vserver Router-vip | SP1R svc_any

sh | b vserver router-vip
Router-vip (0.0.0.0:0) - ANY Type: ADDRESS
State: DOMN
Last state change was at Thu Sep 2 10:51:32 2010
Time since last state change: 0 days, 17:51:46.770
Effective State: DOMWN
Client Idle Tineout: 120 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED

No. of Bound Services : 1 (Total) 0 (Active)
Confi gured Met hod: ROUNDROBI N
Mode: | P

Per si st ence: NONE
Connection Fail over: DI SABLED

1) I SP1R svc_any (10.10.10.254: *) - ANY State: DOM Weight: 1
Done

To create a link load balancing virtual server and bind a service by using the configuration utility
1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and create a virtual server for link load balancing
Specify ANY in the Protocol field.
Note: Make sure that Directly Addressable is unchecked.

2. Under the Services tab, in the Active column, select the check box for the service that you want to bind to the virtual
server.

Configuring the LLB Method and Persistence

Updated: 2014-10-28
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By default, the NetScaler appliance uses the least connections method to select the service for redirecting each client
request, but you should set the LLB method to one of the supported methods. You can also configure persistence, so that
different transmissions from the same client are directed to the same server.

To configure the LLB method and/or persistence by using the command line interface

At the command prompt, type the following command:

o set Ib vserver <name> -IbMethod <lbMethod> -persistenceType <persistenceType>
o show Ib vserver <name>

Example

set |Ib vserver router-vip -1bnethod ROUNDROBI N - per si st encet ype SOURCEI P

show | b vserver Router-vip
Router-vip (0.0.0.0:0) - ANY Type: ADDRESS
State: DOMN
Last state change was at Fri Sep 3 04:46:48 2010
Time since last state change: 0 days, 00:52:21.200
Effective State: DOM
Client ldle Tineout: 120 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED

No. of Bound Services : 0 (Total) 0 (Active)
Confi gured Met hod: ROUNDROBI N
Mode: | P
Per si st ence: SOURCEI P
Per si st ence Mask: 255.255. 255. 255 Persi stence v6MaskLength: 128 Persistence Tin

Connection Fail over: DI SABLED

To configure the link load balancing method and/or persistence by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers and select the virtual server for which you want tc
configure the load balancing method and/or persistence settings.

2. In the Advanced section, select Method and configure the load balancing method.

3. Inthe Advanced section, select Persistence and configure the persistence parameters.

Configuring an LLB Route

Updated: 2014-10-28

After configuring the IPv4 or IPv6 services, virtual servers, LLB methods, and persistence, you configure an IPv4 or IPv6 LLB
route for the network specifying the virtual server as the gateway. A route is a collection of links that are load balanced.
Requests are sent to the virtual server IP address that acts as the gateway for all outbound traffic and selects the router
based on the LLB method configured.

To configure an IPv4 LLB route by using the command line interface

At the command prompt, type:

o add Ib route <network> <netmask> <gatewayName>
o show Ib route [<network> <netmask>]

Example

add Ib route 0.0.0.0 0.0.0.0 Router-vip
show I'b route 0.0.0.0 0.0.0.0
Net wor k Net mask Gat eway/ VI P Fl ags

1) 0.0.0.0 0.0.0.0 Rout er - vi p uP
To configure an IPv6 LLB route by using the command line interface

At the command prompt, type:

o add Ib route6 <network> <gatewayName>
o show Ib route6
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add Ib route6 ::/0 Il b6_vs
show I b route6
Net wor k VI P Fl ags

1) 210 |1 b6_vs uP
Example
To configure an LLB route by using the configuration utility

Navigate to System > Network > Routes, and select LLB, and configure the LLB route.
Note: Select LLBV®6 to configure an IPV6 route.

To configure an LLB route by using the configuration utility

1. Navigate to System > Network > Routes.
2. In the details pane, select one of the following:
o Click LLB to configure an IPv4 route.
o Click LLBV®6 to configure an IPv4 route.
3. In the Create LB Route or Create LB IPV6 Routedialog box, set the following parameters:

o Network*
o Netmask*a€”"Required for IPV4 routes.
o Gateway Name*a€’gatewayName

* A required parameter

4. Click Create, and then click Close. The route that you just created appears on the LLB or the LLB6 tab in the Routes
pane.

The following diagram shows a basic LLB setup. A service is configured for each of the two links (ISPs) and PING
monitors are bound by default to these services. A link is selected based on the LLB method configured.

Figure 1. Basic LLB Setup
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Note: If your Internet service provider has provided an IPv6 address, replace the IPv4 service with an IPv6 service in the
above figure.

Creating and Binding a Transparent Monitor

Updated: 2014-10-28

You create a transparent monitor to monitor the health of upstream devices, such as routers. You can then bind the
transparent monitor to services. The default PING monitor monitors the connectivity only between the NetScaler appliance
and the upstream device. The transparent monitor monitors all the devices existing in the path from the appliance to the
device that owns the destination IP address specified in the monitor. If a transparent monitor is not configured and the status
of the router is UP but one of the next hop devices from that router is down, the appliance includes the router while
performing load balancing and forwards the packet to the router. However, the packet is not delivered to the final destination
because one of the next hop devices is down. By binding a transparent monitor, if any of the devices (including the router) are
down, the service is marked as DOWN and the router is not included when the appliance performs link load balancing.

To create a transparent monitor by using the command line interface
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At the command prompt, type:

o add Ib monitor <monitorName> <type> -destIP <ip_addr|*> -transparent YES
o show Ib monitor [<xmonitorName>]

Example

add I'b nonitor nonitor-1 PING -destlP 10.10.10. 11 -transparent YES
> show I b nonitor nonitor-1

1) Name.......: nonitor-1 Type......: PING State....: ENABLED
Standard paraneters:

Interval .........: 5 sec Retries...........: 3
Response tineout. : 2 sec Down tine.........: 30 sec
Reverse..........: NO Transparent.......: YES
Secure...........: NO LRTM.............: ENABLED
Action...........: Not applicabl e Deviation.........: 0 sec
Destination IP...: 10.10.10. 11

Destination port.: Bound service

I ptunnel .........: NO

TOS. ... NO TOSID ...........: 0
SNVP Al ert Retries: 0 Success Retries..: 1
Failure Retries..: 0

To create a transparent monitor by using the configuration utility
Navigate to Traffic Management > Load Balancing > Monitors and configure a transparent monitor.
To create a transparent monitor by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Monitors.
2. In the Monitors pane, click Add.
3. In the Create Monitor dialog box, set the following parameters:

o Name*

o Type*

o Destination IP
o Transparent

* A required parameter

4. Click Create, and then click Close.
5. In the Monitors pane, select the monitor that you just configured and verify that the settings displayed in the Details
pane are correct.

To bind a monitor to a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services.
2. On the Monitors tab, under Available, select the monitor that you want to bind to the service, and then click Add.

To bind a monitor to a service by using the command line interface

At the command prompt, type:

o bind Ib monitor <monitorName> <serviceName>
o show service <name>

Example

bind I'b nonitor nonitor-HTTP-1 i splR svc_any

Done

> show service i sP1R svc_any
| SP1IR svc_any (10.10.10.254:*) - ANY
State: UP
Last state change was at Thu Sep 2 10:51:07 2010
Time since |last state change: 0 days, 18:41:55.130
Server Nane: 10.10.10. 254
Server ID: O Moni tor Threshold : 0O
Max Conn: O Max Req: O Max Bandwi dth: 0 kbits
Use Source |P: NO
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1)

Done

Client Keepalive(CKA): NO

Access Down Service: NO

TCP Buffering(TCPB): YES

HTTP Conpressi on(CVWP): NO

Idle tineout: Cient: 120 sec Server: 120 sec

| P: DI SABLED

Cacheabl e: NO

Client
SC. OFF
SP: OFF

Down state flush: ENABLED

Moni t or

Name: nmonitor-HTTP-1
State: UP Weight: 1

Probes: 1256 Failed [Total: O Current: O]
Last response: Success - | CMWMP echo reply received.
Response Tinme: 1.322 mllisec

To bind a monitor to a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services.

2. In the details pane, select a service to which you want to bind a monitor, and then click Open.

3. In the Configure Service dialog box, on the Monitors tab, under Available, select the monitor that you want to bind to
the service, and then click Add.

4. Click OK.

5. In the Services pane, select the service that you just configured and verify that the settings displayed in the Details
pane are correct.
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Configuring RNAT with LLB

You can configure an LLB setup for reverse network address translation (RNAT) for outbound traffic. This ensures that the
return network traffic for a specific flow is routed through the same path. First configure basic LLB, as described in "
Configuring a Basic LLB Setup”, and then configure RNAT. You must then enable use subnet IP (USNIP) mode.

To configure RNAT by using the command line interface
At the command prompt, type:

o set rnat <network> <netmask>
o show rnat

Example

set rnat 10.102.29.0 255.255.255.0

> show r nat

1) Net wor k: 10.102.29.0 Net mask: 255.255. 255.0
Nat | P: *

To configure RNAT by using the configuration utility
1. Navigate to System > Network > Routes.

2. Onthe RNAT tab, from the Actions drop-down list, select Configure RNAT.
3. Specify the network on which to perform RNAT.

To enable Use Subnet IP mode by using the command line interface
At the command prompt, type:

o enable ns mode USNIP
o show ns mode

Example

enabl e ns node USNI P
> show ns node

Mode Acronym St at us
1) Fast Ranp FR ON
2) ag| .
8) Use Subnet | P USNI P ON
9) ag|

To enable Use Subnet IP mode by using the configuration utility

1. Navigate to System > Settings and, under Modes and Features, click Configure Modes.
2. In the Configure Modes dialog box, select Use Subnet IP, and then click OK.
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Configuring a Backup Route

To prevent disruption in services when the primary route is down, you can configure a backup route. Once the backup
route is configured, the NetScaler appliance automatically uses it when the primary route fails. First create a primary
virtual server as described in "Configuring an LLB Virtual Server and Binding a Service." To configure a backup route,
create a secondary virtual server similar to a primary virtual server and then designate this virtual server as a backup
virtual server (route).

In the following diagram, Router-vip is the primary virtual server, and Backup_Router-vip is the secondary virtual
server designated as the backup virtual server.

Figure 1. Backup Route Setup
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Note: If your Internet service provider has provided an IPv6 address, replace the IPv4 service with an IPv6 service in the
above figure.
By default, all traffic is sent through the primary route. However, when the primary route fails, all traffic is diverted to the
backup route as shown in the following diagram.
Figure 2. Backup Routing in Operation
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Note: If your Internet service provider has provided an IPv6 address, replace the IPv4 service with an IPv6 service in the
above figure.

To set the secondary virtual server as the backup virtual server by using the
command line interface

At the command prompt, type:
set |b vserver <name> -backupVserver <string>

Example
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set | b vserver Router-vip -backupVServer Backup_Router-vip
> show | b vserver Router-vip
Router-vip (0.0.0.0:0) - ANY Type: ADDRESS
State: UP
Last state change was at Fri Sep 3 04:46:48 2010
Time since last state change: 0 days, 03:09:45.600
Effective State: UP
Client Idle Tineout: 120 sec
Down state flush: ENABLED
Di sable Primary Vserver On Down : DI SABLED

No. of Bound Services : 1 (Total) 1 (Active)

Confi gured Met hod: ROUNDROBI N

Mode: | P

Per si st ence: DESTI P Persi stence Mask: 255.255. 255. 255 Per si st ence v6MaskLe

Backup: Router2-vip
Connection Failover: DI SABLED
Done

To set the secondary virtual server as the backup virtual server by using the
configuration utility
1. Navigate to Traffic Management > Load Balancing > Virtual Servers and select the secondary virtual server for which
you want to configure the backup virtual server.

2. Inthe Load Balancing Virtual Server dialog box, under Advanced, select Protection.
3. Inthe Backup Virtual Server drop-down list, select the secondary backup virtual server, and then click OK.
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Resilient LLB Deployment Scenario

In the following diagram, there are two networks: 30.30.30.0 and 30.30.31.0. Link load balancing is configured based on
the destination IP address. Two routes are configured with gateways Routerl-vip and Router2-vip, respectively.
Routerl-vip is configured as a backup to Router2-vip and vice versa. All traffic with the destination IP specified as
30.30.30.30 is sent through Router1-vip and traffic with the destination IP specified as 30.30.31.31 is sent through

Router2-vip.
Figure 1. Resilient LLB Deployment Setup
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However, if any one of the gateways (Router1-vip or Router2-vip) is DOWN, traffic is routed through the backup
router. In the following diagram, Router1-vip for ISP1 is DOWN, so all traffic with the destination IP specified as

30.30.30.30 is also sent through ISP2.
Figure 2. Resilient LLB Deployment Scenario
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Monitoring an LLB Setup

After the configuration is up and running, you should view the statistics for each service and virtual server to check for
possible problems.

Viewing the Statistics of a Virtual Server
Updated: 2013-09-05

To evaluate the performance of virtual servers or to troubleshoot problems, you can display details of the virtual servers
configured on the NetScaler appliance. You can display a summary of statistics for all the virtual servers, or you can
specify the name of a virtual server to display the statistics only for that virtual server. You can display the following
details:

Name

IP address

Port

Protocol

State of the virtual server
Rate of requests received
Rate of hits

O 00 O0OOO0OO O

To display virtual server statistics by using the command line interface

To display a summary of the statistics for all the virtual servers currently configured on the NetScaler, or for a single
virtual server, at the command prompt, type:

stat Ib vserver [-detail] [<xname>]

Example

>stat | b vserver -detail
Virtual Server(s) Summary

vsvrI P port Pr ot ocol State Req/ s Hts/s
One * 80 HTTP upP 5/s 0/s
Two * 0 TCP DOVWN 0/s 0/s
Three * 2598 TCP DOWN 0/s 0/s
dnsVi rt ual NS 10.102. 29. 90 53 DNS DOWN 0/s 0/s
BRVSERV 10.10.1.1 80 HTTP DOWN 0/s 0/s
LBVI P 10. 102. 29. 66 80 HTTP upP 0/s 0/s

Done

To display virtual server statistics by using the configuration utility
1. Navigate to Traffic Management > Load Balancing > Virtual Servers > Statistics.

2. If you want to display the statistics for only one virtual server, in the details pane, select the virtual server, and click
Statistics.

Viewing the Statistics of a Service
Updated: 2013-08-28

You can view the rate of requests, responses, request bytes, response bytes, current client connections, requests in
surge queue, current server connections, and so forth using the service statistics.

To view the statistics of a service by using the command line interface

At the command prompt, type:
stat service <name>

Example

stat service Service-HITP-1

To view the statistics of a service by using the configuration utility
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1. Navigate to Traffic Management > Load Balancing > Services > Statistics.
2. If you want to display the statistics for only one service, select the service, and click Statistics.
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Load Balancing

The load balancing feature distributes user requests for web pages and other protected applications across multiple
servers that all host (or mirror) the same content. You use load balancing primarily to manage user requests to heavily
used applications, preventing poor performance and outages and ensuring that users can access your protected
applications. Load balancing also provides fault tolerance; when one server that hosts a protected application becomes
unavailable, the feature distributes user requests to the other servers that host the same application.

You can configure the load balancing feature to:

o Distribute all requests for a specific protected website, application, or resource between two or more
identically configured servers.

o Use any of several different algorithms to determine which server should receive each incoming user
request, basing the decision on different factors, such as which server has the fewest current user
connections or which server has the lightest load.

The load balancing feature is a core feature of the NetScaler appliance. Most users first set up a working basic
configuration and then customize various settings, including persistence for connections. In addition, you can configure
features for protecting the configuration against failure, managing client traffic, managing and monitoring servers, and
managing a large scale deployment.

The following video explains a basic load balancing configuration.
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How Load Balancing Works

In a basic load balancing setup, clients send their requests to the IP address of a virtual server configured on the
NetScaler appliance. The virtual server distributes them to the load-balanced application servers according to a preset
pattern, called the load balancing algorithm. In some cases, you might want to assign the load balancing virtual server a
wildcard address instead of a specific IP address. For instructions about specifying a global HTTP port on the appliance,
see Global HTTP Ports.

To understand how load balancing works, see the following sections:

o Load Balancing Basics

o Understanding the Topology

o Use of Wildcards Instead of IP Addresses and Ports
o Configuring Global HTTP Ports

Load Balancing Basics
Updated: 2013-06-18

A load balancing setup includes a load-balancing virtual server and multiple load-balanced application servers. The
virtual server receives incoming client requests, uses the load balancing algorithm to select an application server, and
forwards the requests to the selected application server. The following conceptual drawing illustrates a typical load
balancing deployment. Another variation involves assigning a global HTTP port.

Figure 1. Load Balancing Architecture
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Internet

——— Request and response flow \
Bindings /

Monitor

The load balancing virtual server can use any of a number of algorithms (or methods) to determine how to distribute
load among the load-balanced servers that it manages. The default load balancing method is the least connection
method, in which the NetScaler appliance forwards each incoming client connection to whichever load-balanced
application server currently has the fewest active user connections.

The entities that you configure in a typical NetScaler load balancing setup are:

o Load balancing virtual server. The IP address, port, and protocol combination to which a client sends
connection requests for a particular load-balanced website or application. If the application is accessible

from the Internet, the virtual server IP (VIP) address is a public IP address. If the application is accessible
only from the local area network (LAN) or wide area network (WAN), the VIP is usually a private (ICANN nor
routable) IP address.
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o Service. The IP address, port, and protocol combination used to route requests to a specific load-balanced
application server. A service can be a logical representation of the application server itself, or of an
application running on a server that hosts multiple applications. After creating a service, you bind it to a load
balancing virtual server.

o Server object. A virtual entity that enables you to assign a name to a physical server instead of identifying
the server by its IP address. If you create a server object, you can specify its name instead of the server's IP
address when you create a service. Otherwise, you must specify the server's IP address when you create a
service, and the IP address becomes the name of the server.

o Monitor. An entity on the NetScaler appliance that tracks a service and ensures that it is operating correctly.
The monitor periodically probes (or performs a health check on) each service to which you assign it. If the
service does not respond within the time specified by the time-out, and a specified number of health checks
fail, that service is marked DOWN. The NetScaler appliance then skips that service when performing load
balancing, until the issues that caused the service to quit responding are fixed.

The virtual server, services, and load balanced application servers in a load balancing setup can use either Internet
Protocol version 4 (IPv4) or Internet Protocol version 6 (IPv6) IP addresses. You can mix IPv4 and IPv6 addresses in a
single load balancing setup.

For variations in the load balancing setup, see the following use cases:

Configuring Load Balancing in Direct Server Return Mode
Configuring LINUX Servers in DSR Mode

Configuring DSR Mode When Using TOS

Configuring Load Balancing in DSR Mode by Using IP Over IP
Configuring Load Balancing in One-arm Mode

Configuring Load Balancing in the Inline Mode

Load Balancing of Intrusion Detection System Servers

Load Balancing RDP services

O 0O0OO0OO0OOOO

Understanding the Topology

In a load balancing setup, the load balancing server is logically located between the client and the server farm, and
manages traffic flow to the servers in the server farm. On the NetScaler appliance, the application servers are
represented by virtual entities called services. The following diagram shows the topology of a basic load balancing
configuration.

Figure 2. Basic Load Balancing Topology
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In the diagram, load balancing is used to manage traffic flow to the servers. The virtual server selects the service and
assigns it to serve client requests. Consider a scenario where the services Service-HTTP-1 and Service-HTTP-2 are
created and bound to the virtual server named Vserver-LB-1. Vserver-LB-1 forwards the client request to either Service-
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HTTP-1 or Service-HTTP-2. The NetScaler appliance uses the least connection load balancing method to select the
service for each request. The following table lists the names and values of the basic entities that must be configured on
the appliance.

Entity Mandatory Parameters and Sample Values
Name IP Address Port Protocol
Virtual server Vserver-LB-1 10.102.29.60 80 HTTP
Services Service-HTTP-1 10.102.29.5 8083 HTTP
Service-HTTP-2 10.102.29.6 80 HTTP
Monitors Default None None None

The following diagram shows the load balancing sample values and mandatory parameters that are described in the
preceding table.

Figure 3. Load Balancing Entity Model
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Use of Wildcards Instead of IP Addresses and Ports

Updated: 2013-11-20

In some cases you might need to use a wildcard for the IP address or the port of a virtual server or for the port of a
service. The following cases may require using a wildcard:

o If the NetScaler appliance is configured as a transparent pass through, which must accept all traffic that is
sent to it regardless of the IP or port to which it is sent.

o If one or more services listen on ports that are not well known.

o If one or more services, over time, change the ports that they listen on.

o If you reach the limit for the number of IP addresses and ports that you can configure on a single NetScaler
appliance.

o If you want to create virtual servers that listen for all traffic on a specific virtual LAN.

When a wildcard-configured virtual server or service receives traffic, the NetScaler appliance determines the actual IP
address or port and creates new records for the service and associated load balanced application server. These
dynamically created records are called dynamically learned server and service records.

For example, a firewall load balancing configuration can use wildcards for both the IP address and port. If you bind a
wildcard TCP service to this type of load balancing virtual server, the virtual server receives and processes all TCP
traffic that does not match any other service or virtual server.

The following table describes some of the different types of wildcard configurations and when each should be used.
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P~ TPort rotocol oeseripion
* *  TCP

A general wildcard virtual server that accepts traffic sent to any IP address and port on
the NetScaler appliance. When using a wildcarded virtual server, the appliance
dynamically learns the IP and port of each service and creates the necessary records
as it processes traffic.

* * TCP
A firewall load balancing virtual server. You can bind firewall services to this virtual
server, and the NetScaler appliance passes traffic through the firewall to the
destination.

P * TCP,

Address UDP, and A virtual server that accepts all traffic that is sent to the specified IP address, regardless

ANY of the port. You must explicitly bind to this type of virtual server the services to which it

will redirect traffic. It will not dynamically learn them.
Note: You do not configure services or virtual servers for a global HTTP port. In this case,
you configure a specific port as a global HTTP port (for example, set ns param -
htt pPort 80). The appliance then accepts all traffic that matches the port number, and
processes it as HTTP traffic. The appliance dynamically learns and creates services for this
traffic.

* port SSL,

SSL_TCP A virtual server that accepts all traffic sent to any IP address on a specific port. Used for
global transparent SSL offloading. All SSL, HTTP, and TCP processing that usually is
performed for a service of the same protocol type is applied to traffic that is directed to
this specific port. The appliance uses the port to dynamically learn the IP of the service
it should use. If &€“ cl ear t ext is not specified, the NetScaler appliance uses end-to-
end SSL.

*
port Not
applicable All other virtual servers that can accept traffic to the port. You do not bind services to
these virtual servers; the NetScaler appliance learns them dynamically.

Note: If you have configured your NetScaler appliance as a transparent pass through that makes use of global (wildcard)
ports, you may want to turn on Edge mode. For more information, see "Configuring Edge Mode."

The NetScaler appliance attempts to locate virtual servers and services by first attempting an exact match. If none is
found, it continues to search for a match based on wildcards, in the following order:

Specific IP address and specific port number
Specific IP address and a * (wildcard) port
* (wildcard) IP address and a specific port
* (wildcard) IP address and a * (wildcard) port

PwnhE

If the appliance is unable to select a virtual server by IP address or port number, it searches for a virtual server on the
basis of the protocol used in the request, in the following order:

1. HTTP

2. TCP
3. ANY

Configuring Global HTTP Ports

Updated: 2013-10-23

You do not configure services or virtual servers for a global HTTP port. Instead, you configure a specific port by using
the set ns paramcommand. After configuring this port, the NetScaler appliance accepts all traffic that matches the
port number, and processes it as HTTP traffic, dynamically learning and creating services for that traffic.

You can configure more than one port number as a global HTTP port. If you are specifying more than one port number
in a single set ns par amcommand, separate the port numbers by a single white space. If one or more ports have
already been specified as global HTTP ports, and you want to add one or more ports without removing the ports that are
currently configured, you must specify all the port numbers, current and new, in the command. Before you add port
numbers, use the show ns par amcommand to view the ports that are currently configured.

To configure a global HTTP port by using the command line interface

At the command prompt, type the following commands to configure a global HTTP port and verify the configuration:
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o set ns param a€“httpPort <port>
o show ns param

Example 1: Configuring a port as a global HTTP port

In this example, port 80 is configured as a global HTTP port.

> set ns param -httpPort 80
Done
> show ns param
G obal configuration settings:
HTTP port(s): 80
Max connections: O
Max requests per connection: O
Client IP insertion: DI SABLED
Cooki e version: O
Per si stence Cooki e Secure Flag: ENABLED

Example 2: Adding ports when one or more global HTTP ports are already configured

In this example, port 8888 is added to the global HTTP port list. Port 80 is already configured as a global HTTP port.

> show ns param

d obal configuration settings:
HTTP port(s): 80
Max connections: O
Max requests per connection: O
Client IP insertion: DI SABLED
Cooki e version: O
Persi st ence Cooki e Secure Flag: ENABLED
Mn Path MIU. 576

Done

> set ns param -httpPort 80 8888
Done

> show ns param

G obal configuration settings:
HTTP port(s): 80,8888
Max connections: O
Max requests per connection: 0O
Client IP insertion: DI SABLED
Cooki e version: 0O
Persi stence Cooki e Secure Flag: ENABLED
Mn Path MIU. 576

Done
>

To configure a global HTTP port by using the configuration utility

1. Navigate to System > Settings > Change HTTP Parameters, and then add an HTTP port number.
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Setting Up Basic Load Balancing

Before configuring your initial load balancing setup, enable the load balancing feature. Then begin by creating at least
one service for each server in the load balancing group. With the services configured, you are ready to create a load
balancing virtual server, and bind each service to the virtual server. That completes the initial setup. Before proceeding
with further configuration, verify your configuration to make sure that each element was configured properly and is
operating as expected.

To set up basic load balancing, see the following sections:

Enabling Load Balancing

Configuring Services

Creating a Virtual Server

Binding Services to the Virtual Server
Verifying the Configuration

O 0O O0OO0OO

Enabling Load Balancing

Updated: 2015-05-21

You can configure load balancing entities such as services and virtual servers when the load balancing feature is
disabled, but they will not function until you enable the feature.

To enable load balancing by using the command line interface

At the command prompt, type the following command to enable load balancing and verify the configuration:

o enable ns feature LB
o show ns feature

Example

> enabl e ns feature LoadBal anci ng
Done
> show ns feature

Feat ure Acronym St at us
1) Web Loggi ng WL OFF
2) Surge Protection SP ON
3) Load Bal anci ng LB ON
.24) Net Scal er Push push OFF

Done
To enable load balancing by using the configuration utility

Navigate to System > Settings and, in Configure Basic Features, select Load Balancing.

Creating a Virtual Server

Updated: 2013-09-02

After you create your services, you must create a virtual server to accept traffic for the load balanced Web sites,
applications, or servers. Once load balancing is configured, users connect to the load-balanced Web site, application, or
server through the virtual serveré€™s IP address or FQDN.

Note: The virtual server is designated as DOWN until you bind the services that you created to it, and until the NetScaler
appliance connects to those services and verifies that they are operational. Only then is the virtual server designated as UP.

To create a virtual server by using the command line interface

At the command prompt, type:
add Ib vserver <name> <serviceType> <ip> <port>
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Example

add | b vserver Vserver-LB-1 HTTP 10.102.29.60 80
To create a virtual server by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and then create a virtual server.
Binding Services to the Virtual Server

Updated: 2014-09-03

After you have created services and a virtual server, you must bind the services to the virtual server. In most cases,
services are bound to virtual servers of the same type, but you can bind certain types of services to certain different
types of virtual servers, as shown below.

Virtual Service | Comment

Server Type

Type

HTTP SSL You would normally bind an SSL service to an HTTP virtual server to do encryption.
SSL HTTP You would normally bind an HTTP service to an SSL virtual server to do SSL offloading.

SSL_TCP TCP You would normally bind a TCP service to an SSL_TCP virtual server to do SSL offloading for
other TCP (SSL decryption without content awareness).

The state of the services bound to a virtual server determines the state of the virtual server: if all of the bound services
are DOWN, the virtual server is marked DOWN, and if any of the bound services is UP or OUT OF SERVICE, the state
of the virtual server is UP.

To bind a service to a load balancing virtual server by using the command line interface

At the command prompt, type:
bind Ib vserver <name> <serviceName>

Example

bind I'b vserver Vserver-LB-1 Service-HITP-1
To bind a service to aload balancing virtual server by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and select a virtual server.
2. Click in the Service section, and select a service to bind.

Note: You can bind a service to multiple virtual servers.
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Load Balancing Algorithms

The load balancing algorithm defines the criteria that the NetScaler appliance uses to select the service to which to
redirect each client request. Different load balancing algorithms use different criteria. For example, the least connection
algorithm selects the service with the fewest active connections, while the round robin algorithm maintains a running
gueue of active services, distributes each connection to the next service in the queue, and then sends that service to

the end of the queue.

Some load balancing algorithms are best suited to handling traffic on websites, others to managing traffic to DNS
servers, and others to handling complex web applications used in e-commerce or on company LANs or WANSs. The
following table lists each load balancing algorithm that the NetScaler appliance supports, with a brief description of how

each operates.

LEASTCONNECTION

ROUNDROBIN

LEASTRESPONSETIME

URLHASH

DOMAINHASH

DESTINATIONIPHASH

SOURCEIPHASH

SRCIPDESTIPHASH

CALLIDHASH

SRCIPSRCPORTHASH

LEASTBANDWIDTH

LEASTPACKETS

CUSTOMLOAD

TOKEN

LRTM

Which service currently has the fewest client connections. This is the default load
balancing algorithm.

Which service is at the top of a list of services. After that service is selected for a
connection, it moves to the bottom of the list.

Which load balanced server currently has the quickest response time.

A hash of the destination URL.

A hash of the destination domain.

A hash of the destination IP address.

A hash of the source IP address.

A hash of the source and destination IP addresses.

A hash of the call ID in the SIP header.

A hash of the client's IP address and port.

Which service currently has the fewest bandwidth constraints.

Which service currently is receiving the fewest packets.

Data from a load monitor.

The configured token.

Fewest active connections and the lowest average response time.

Depending on the protocol of the service that it is load balancing, the NetScaler appliance sets up each connection
between client and server to last for a different time interval. This is called load balancing granularity, of which are three
types: request-based, connection-based, and time-based granularity. The following table describes each type of
granularity and when each is used.

-
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Types of
Load

Balanced
Service

Request -based HTTP or A new service is chosen for each HTTP request, independent of TCP
HTTPS connections. As with all HTTP requests, after the Web server fulfills the
request, the connection is closed.

Connection- TCP and A service is chosen for every new TCP connection. The connection
based TCP- persists until terminated by either the service or the client.
based
protocols
other than
HTTP
Time-based UDP and A new service is chosen for each UDP packet. Upon selection of a
other IP service, a session is created between the service and a client for a
protocols specified period of time. When the time expires, the session is deleted

and a new service is chosen for any additional packets, even if those
packets come from the same client.

During startup of a virtual server, or whenever the state of a virtual server changes, the virtual server can initially use the
round robin method to distribute the client requests among the physical servers. This type of distribution, referred to as
startup round robin, helps prevent unnecessary load on a single server as the initial requests are served. After using the
round robin method at the startup, the virtual server switches to the load balancing method specified on the virtual
server.

The Startup RR Factor works in the following manner:

o If the Startup RR Factor is set to zero, the NetScaler switches to the specified load balancing method
depending on the request rate.

o If the Startup RR Factor is any number other than zero, NetScaler uses the round robin method for the
specified number of requests before switching to the specified load balancing method.

o By default, the Startup RR Factor is set to zero.

Note: You cannot set the startup RR Factor for an individual virtual server. The value you specify applies to all the virtual
servers on the NetScaler appliance.

To set the startup round-robin factor by using the command line interface
At the command prompt, type:

set Ib parameter -startupRRFactor <positive_integer>

Example

set | b paraneter -startupRRFactor 25000

To set the startup round-robin factor by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Configure Load Balancing Parameters, and set the Startup RR

Factor.
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The Least Connection Method

When a virtual server is configured to use the least connection load balancing algorithm (or method), it selects the
service with the fewest active connections. This is the default method, because, in most circumstances, it provides the
best performance.

For TCP, HTTP, HTTPS, and SSL_TCP services, the NetScaler appliance includes the following connection types in its
list of existing connections:

o Active connections to a service. Connections representing requests that a client has sent to the virtual
server and that the virtual server has forwarded to a service. For HTTP and HTTPS services, active
connections represent only those HTTP or HTTPS requests that have not yet received a response.

o Waiting connections in the surge queue. Any connections to the virtual server that are waiting in a surge
gueue and have not yet been forwarded to a service. Connections can build up in the surge queue at any
time, for any of the following reasons:

Your services have connection limits, and all services in your load balancing configuration are at that
limit.

The surge protection feature is configured and has been activated by a surge in requests to the virtual
server.

The load-balanced server has reached an internal limit and therefore does not open any new
connections. (For example, an Apache serveré€™s connection limit is reached.)

When a virtual server uses the least connection method, it considers the waiting connections as
belonging to the specific service. Therefore, it does not open new connections to those services.

For UDP services, the connections that the least connection algorithm considers include all sessions between the client
and a service. These sessions are logical, time-based entities. When the first UDP packet in a session arrives, the
NetScaler appliance creates a session between the source IP address and port and the destination IP address and port.

For Real-Time Streaming Protocol (RTSP) connections, the NetScaler appliance uses the number of active control
connections to determine the lowest number of connections to an RTSP service.

The following example shows how a virtual server selects a service for load balancing by using the least connection
method. Consider the following three services:

o Service-HTTP-1 is handling 3 active transactions.
o Service-HTTP-2 is handling 15 active transactions.
o Service-HTTP-3 is not handling any active transactions.

The following diagram illustrates how the NetScaler appliance forwards incoming requests when using the least
connection method.

Figure 1. Mechanism of the Least Connections Load Balancing Method
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Active Transactions =0

Internet
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—, Requests
Bindings

In this diagram, the virtual server selects the service for each incoming connection by choosing the server with the
fewest active transactions.

Connections are forwarded as follows:

o Service-HTTP-3 receives the first request, because it is not handling any active transactions.

Note: The service with no active transaction is selected first.

o Service-HTTP-3 receives the second and third requests because the service has the next least number of
active transactions.

o Service-HTTP-1 receives the fourth request Because Service-HTTP-1 and Service-HTTP-3 have same
number of active transactions, the virtual server uses the round robin method to choose between them.

o Service-HTTP-3 receives the fifth request.

o Service-HTTP-1 receives the sixth request, and so on, until both Service-HTTP-1 and Service-HTTP-3
are handling the same number of requests as Service-HTTP-2. At that time, the NetScaler appliance
starts forwarding requests to Service-HTTP-2 when it is the least loaded service or its turn comes up in
the round robin queue.

Note: If connections to Service-HTTP-2 close, it might get new connections before each of the other two
services has 15 active transactions.

The following table explains how connections are distributed in the three-service load balancing setup described above.

Incoming Service Current Number of Remarks

Connection Selected Active Connections

Service-HTTP-3 has the fewest active

Request-1 Service-HTTP- 1 connections.

3

(N=0)
Request-2 Service-HTTP- 2

3

(N=1)

A

Request-3 Service-HTTP- 3

3
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(N=2)

Service-HTTP-1 and Service-HTTP-3 have the

Request-4 Service-HTTP- 4 same number of active connections.
1
(N=23)
Request-5 Service-HTTP- 4
3
(N=3)
A
Request-6 Service-HTTP- 5
1
(N=4)
A
Request-7 Service-HTTP- 5
3
(N =4)
A
Request-8 Service-HTTP- 6
1
(N=5)

Service-HTTP-2 is selected for load balancing when it completes its active transactions and the current connections
to it close, or when the other services (Service-HTTP-1 and Service-HTTP-3) have 15 or more connections each.

The NetScaler appliance can also use the least connection method when weights are assigned to services. It selects a
service by using the value (Nw) of the following expression:

Nw = (Number of active transactions) * (10000 / weight)

The following example shows how the NetScaler appliance selects a service for load balancing by using the least

connection method when weights are assigned to services. In the preceding example, suppose Service-HTTP-1 is
assigned a weight of 2, Service-HTTP-2 is assigned a weight of 3, and Service-HTTP-3 is assigned a weight of 4.

Connections are forwarded as follows:

o Service-HTTP-3 receives the first because the service is not handling any active transactions.

Note: If services are not handling any active transactions, the NetScaler appliance uses the round robin
method regardless of the weights assigned to each of the services.

o Service-HTTP-3 receives the second, third, fourth, fifth, sixth, and seventh requests because the service has
lowest Nw value.

o Service-HTTP-1 receives the eighth request. Because Service-HTTP-1 and Service-HTTP-3 now have
same Nw value, the NetScaler performs load balancing in a round robin manner. Therefore, Service-HTTP-&
receives the ninth request.

The following table explains how connections are distributed on the three-service load balancing setup that is described
above.

Current Nw (Number of active
Request Service transactions) * (10000 / weight) value Remarks

Received Selected

Service-HTTP-3 has the lowest Nw

Request- Service-HTTP- Nw = 2500 value.
1 3
(Nw = 0)
A
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Request-
2

Request-
3

Request-
4

Request-
5

Request-
6

Request-
7

Request-
8

Service-HTTP-
3

(Nw = 2500)
Service-HTTP-
3

(Nw = 5000)
Service-HTTP-
3

(Nw = 7500)
Service-HTTP-
3

(Nw =10000)
Service-HTTP-
3

(Nw = 12500)
Service-HTTP-
1

(Nw = 15000)
Service-HTTP-
3

(Nw = 15000)

Nw = 5000

Nw = 7500

Nw = 10000
Nw = 12500
Nw = 15000
Nw = 20000
Nw = 17500

>

>

Service-HTTP-1 and Service-HTTP-

3 have the same Nw values

Service-HTTP-2 is selected for load balancing when it completes its active transactions or when the Nw value of

other services (Service-HTTP-1 and Service-HTTP-3) is equal to 50000.

The following diagram illustrates how the NetScaler appliance uses the least connection method when weights are

assigned to the services.

Figure 2. Mechanism of the Least Connections Load Balancing Method when Weights are Assigned
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Internet

Requests—1,2,3,4,5,7
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— , Requests
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Packets = 2
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To configure the least connection method, see Configuring a Load Balancing Method that Does Not Include a Policy.
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The Round Robin Method

When a load balancing virtual server is configured to use the round robin method, it continuously rotates a list of the
services that are bound to it. When the virtual server receives a request, it assigns the connection to the first service in
the list, and then moves that service to the bottom of the list.

The following diagram illustrates how the NetScaler appliance uses the round robin method with a load balancing setup
that contains three load-balanced servers and their associated services.

Figure 1. How the Round Robin Load Balancing Method Works

Service-HTTP-1

Requests i
Service-HTTP-2

—_
Responses

Responses -2, 5,8

Internet

Requests - 3,6, 9

Responses —3, 6, 9

—  , Requests
+——— Responses Service-HTTP-3

Bindings

If you assign a different weight to each service, the NetScaler appliance performs weighted round robin distribution of
incoming connections. It does this by skipping the lower-weighted services at appropriate intervals.

For example, assume that you have a load balancing setup with three services. You set Service-HTTP-1 to a weight of
2, Service-HTTP-2 to a weight of 3, and Service-HTTP-3 to a weight of 4. The services are bound to Vserver-LB-1,
which is configured to use the round robin method. With this setup, incoming requests are delivered as follows:

Service-HTTP-1 receives the first request.

Service-HTTP-2 receives the second request.

Service-HTTP-3 receives the third request.

Service-HTTP-1 receives the fourth request.

Service-HTTP-2 receives the fifth request.

Service-HTTP-3 receives the sixth request.

Service-HTTP-2 receives the seventh request.

Service-HTTP-3 receives both the eighth and the ninth requests.

OO0 O0OO0OO0OOO0OO O

Note: You can also configure weights on services to prevent multiple services from using the same server and overloading
the server.

A new cycle then begins, using the same pattern.

The following diagram illustrates the weighted round robin method.
Figure 2. How the Round Robin Load Balancing Method Works with Weighted Services
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To configure the round robin method, see Configuring a Load Balancing Method that Does Not Include a Policy.
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The Least Response Time Method

When the load balancing virtual server is configured to use the least response time method, it selects the service with
the fewest active connections and the lowest average response time. You can configure this method for HTTP and
Secure Sockets Layer (SSL) services only. The response time (also called Time to First Byte, or TTFB) is the time
interval between sending a request packet to a service and receiving the first response packet from the service. The
NetScaler appliance uses response code 200 to calculate TTFB.

The following example shows how a virtual server selects a service for load balancing by using the least response time
method. Consider the following three services:

o Service-HTTP-1 is handling three active transactions and TTFB is two seconds.
o Service-HTTP-2 is handling seven active transactions and TTFB is one second.
o Service-HTTP-3 is not handling any active transactions and TTFB is two seconds.

The following diagram illustrates how the NetScaler appliance uses the least response time method to forward the
connections.

Figure 1. How the Least Response Time Load Balancing Method Works
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The virtual server selects a service by multiplying the number of active transactions by the TTFB for each service and
then selecting the service with the lowest result. For the example shown above, the virtual server forwards requests as
follows:

o Service-HTTP-3 receives the first request, because the service is not handling any active transactions.

o Service-HTTP-3 also receives the second and third requests, because the result is lowest of the three
services.

o Service-HTTP-1 receives the fourth request. Since Service-HTTP-1 and Service-HTTP-3 have the same
result, the NetScaler appliance chooses between them by applying the Round Robin method.

o Service-HTTP-3 receives the fifth request.

o Service-HTTP-2 receives the sixth request, because at this point it has the lowest result.

o Because Service-HTTP-1, Service-HTTP-2, and Service-HTTP-3 all have the same result at this point, the
NetScaler switches to the round robin method, and continues to distribute connections using that method.

The following table explains how connections are distributed in the three-service load balancing setup described above.

Request Service Current N Value (Number Remarks

Received Selected of Active Transactions *
TTFB)

Service-HTTP-3 has the lowest N value.
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Request- Service-HTTP- N=2

1 3
(N=0)
A
Request- Service-HTTP- N=4
2 3
(N=2)
A
Request- Service-HTTP- N=6
3 3
(N=3)
Service-HTTP-1 and Service-HTTP-3 have
Request- Service-HTTP- N=8 the same N values.
4 1
(N =6)
Request- Service-HTTP- N=8
5 3
(N=6)
Service-HTTP-2 has the lowest N value.
Request- Service-HTTP- N=8
6 2
(N=7)
Service-HTTP-1, Service-HTTP-2, and
Request- Service-HTTP- N =15 Service-HTTP-3 have the same N values.
7 1
(N=8)
Request- Service-HTTP- N=9
8 2
(N=8)

The virtual server selects a service by using the value (Nw) in the following expression:
Nw = (N) * (10000 / weight)

Suppose Service-HTTP-1 is assigned a weight of 2, Service-HTTP-2 is assigned weight of 3, and Service-HTTP-3 is
assigned weight of 4.

The NetScaler appliance distributes requests as follows:
o Service-HTTP-3 receives the first request, because it is not handling any active transactions.

If services are not handling any active transactions, the NetScaler selects them regardless of the
weights assigned to them.

o Service-HTTP-3 receives the second, third, fourth, and fifth requests, because this service has the lowest

Nw value.
o Service-HTTP-2 receives the sixth request, because this service has the lowest Nw value.
o Service-HTTP-3 receives the seventh request, because this service has the lowest Nw value.
o Service-HTTP-2 receives the eighth request, because this service has the lowest Nw value.

Service-HTTP-1 has the lowest weight and therefore the highest Nw value, so the virtual server does not select it for
load balancing.
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The following table explains how connections are distributed in the three-service load balancing setup described above.

Request Service Current Nw Value (Number of Active REINEE]

Received Selected Transactions) * (10000 / Weight)

Service-HTTP-3 has the
Request-1 Service-HTTP- Nw = 2500 lowest Nw value.
3

(Nw = 0)

p

Request-2 Service-HTTP- Nw = 5000
3

(Nw = 2500

>

Request-3 Service-HTTP- Nw = 15000
3

(Nw = 5000)

p>)

Request-4 Service-HTTP- Nw = 20000
3

(Nw = 15000)

p

Request-5 Service-HTTP- Nw = 25000
3

(Nw = 20000)

Service-HTTP-2 has the
Request-6 Service-HTTP- Nw = 26666.67 lowest Nw value.
2

(Nw =
23333.34)

Service-HTTP-3 has the
Request-7 Service-HTTP- Nw= 30000 lowest Nw value.
3

(Nw = 25000)
Service-HTTP-2 has the
Request-8 Service-HTTP- Nw = 33333.34 lowest Nw value.
2
(Nw =
26666.67)

Service-HTTP-1 is selected for load balancing when it completes its active transactions or when the Nw values of
other services (Service-HTTP-2 and Service-HTTP-3) are equal to 105000.

The following diagram illustrates how the NetScaler appliance uses the least response time method when weights are
assigned.

Figure 2. How the Least Response Time Load Balancing Method Works When Weights Are Assigned
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To configure the least response time method, see Configuring a Load Balancing Method that Does Not Include a Policy.
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When a load balancing virtual server is configured to use the least response time method with monitors, it uses the

existing monitoring infrastructure to select the service with the smallest number of active transactions and the fastest

average response time. Before you use the least response time method with monitoring, you must bind application-
specific monitors to each service and enable least response time method mode on these monitors. The NetScaler

appliance then makes load balancing decisions based on the response times it calculates from monitoring probes. For

more information about configuring monitors, see Configuring Monitors in a Load Balancing Setup.

You can use the least response time method with monitors to select non-HTTP and non-HTTPS services. You can also
use this method when several monitors are bound to a service. Each monitor determines the response time by using the
protocol that it measures for the service that it is bound to. The virtual server then calculates an average response time

for that service by averaging the results.

The following table summarizes how response times are calculated for various monitors.

Monitor

Response Time Calculation

PING

TCP

HTTP

TCP-ECV

HTTP-ECV

UDP-ECV

citrix.com

Time difference between the ICMP ECHO request and the ICMP ECHO response.

Time difference between the SYN request and the SYN+ACK response.

Time difference between the HTTP request (after the TCP connection is
established) and the HTTP response.

Time difference between the time the data send string is sent and the data receive
string is returned.

A tcp-ecv monitor without the send and receive strings is considered to have an
incorrect configuration.

Time difference between the HTTP request and the HTTP response.

Time difference between the UDP send string and the UDP receive string.

A udp-ecv monitor without the receive string is considered to have an incorrect
configuration.
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DNS Time difference between a DNS query and the DNS response.

TCPS Time difference between a SYN request and the SSL handshake completion.

FTP Time difference between the sending of the user name and the completion of user
authentication.

HTTPS (monitors Time difference is same as for the HTTP monitor.
HTTPS requests)

HTTPS-ECV (monitors Time difference is same as for the HTTP-ECV monitor
HTTPS requests)

USER Time difference between the time when a request is sent to the dispatcher and the
time when the dispatcher response is received.

The following example shows how the NetScaler appliance selects a service for load balancing by using the least
response time method with monitors. Consider the following three services:

o Service-HTTP-1 is handling 3 active transactions and the response time is five seconds.
o Service-HTTP-2 is handling 7 active transactions and the response time is one second.
o Service-HTTP-3 is not handling any active transactions and the response time is two seconds.

The following diagram illustrates the process that the NetScaler appliance follows when it forwards requests.
Figure 3. How the Least Response Time Load Balancing Method Works When Using Monitors
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The virtual server selects a service by using the value (N) in the following expression:
N = Number of active transactions * Response time that is determined by the monitor

The virtual server delivers requests as follows:
o Service-HTTP-3 receives the first request, because this service is not handling any active transaction.

o Service-HTTP-3 receives the second, third, and fourth requests, because this service has the lowest N value
o Service-HTTP-2 receives the fifth request, because this service has the lowest N value.
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o Since both Service-HTTP-2 and Service-HTTP-3 currently have the same N value, the NetScaler appliance
switches to the round robin method Therefore, Service-HTTP-3 receives the sixth request.
o Service-HTTP-2 receives the seventh and eighth requests, because this service has the lowest N value.

Service-HTTP-1 is not considered for load balancing, because it is more heavily loaded (has the highest N value) when
compared to the other two services. However, if Service-HTTP-1 completes its active transactions, the NetScaler

appliance again considers that service for load balancing.

The following table summarizes how N is calculated for the services.

Request

Received

Request-1

Request-2

Request-3

Request-4

Request-5

Request-6

Request-7

Request-8

Service
Selected

Service-HTTP-
3

(N=0)
Service-HTTP-
3

(N=2)
Service-HTTP-
3

(N=4)
Service-HTTP-
3

(N=6)
Service-HTTP-
2

(N=7)
Service-HTTP-
3

(N=8)
Service-HTTP-
2

(N=8)
Service-HTTP-
1

(N=9)

Current N Value (Number of
Active Transactions)

N=2
N=4
N=6
N=8
N=8
N =10
N=9
N =10

Remarks

Service-HTTP-3 has the lowest N value.

b

>

Service-HTTP-1 and Service-HTTP-3
have the same N values.

Service-HTTP-2 has the lowest N value.

Service-HTTP-1 is again selected for load balancing when it completes its active transactions or when the N value

of the other services (Service-HTTP-2 and Service-HTTP-3) is equal to 15.

The NetScaler appliance also performs load balancing by using the number of active transactions, response time, and
weights if different weights are assigned to services. The NetScaler appliance selects the service by using the value
(Nw) in the following expression:

Nw = (N) * (10000 / weight)
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As in the preceding example, suppose Service-HTTP-1 is assigned a weight of 2, Service-HTTP-2 is assigned a weight
of 3, and Service-HTTP-3 is assigned a weight of 4.

The NetScaler appliance delivers requests as follows:

o Service-HTTP-3 receives the first request, because it is not handling any active transactions.

o Service-HTTP-3 receives the second, third, and fourth requests, because this service has the lowest Nw

value.

o Service-HTTP-2 receives the fifth request, because this service has the lowest Nw value.
o Service-HTTP-3 receives the sixth request, because this service has the lowest Nw value.
o Service-HTTP-2 receives the seventh and the eighth requests, because this service has the lowest Nw

value.

Service-HTTP-1 has the lowest weight and the highest Nw value, so the NetScaler appliance does not select it for load

balancing.

The following table summarizes how Nw is calculated for various monitors.

Request

Received

Request-1

Request-2

Request-3

Request-4

Request-5

Request-6

Request-7

Request-8

citrix.com

Service
Selected

Service-HTTP-
3

(Nw = 0)
Service-HTTP-
3

(Nw = 5000
Service-HTTP-
3

(Nw = 15000)
Service-HTTP-
3

(Nw = 20000)
Service-HTTP-
2

(Nw =
23333.34)
Service-HTTP-
3

(Nw = 25000)
Service-HTTP-
2

(Nw =

23333.34)

Service-HTTP-
2

Current Nw Value (Number of Active
Transactions) * (10000 / Weight)

Nw = 5000

Nw = 10000

Nw = 20000

Nw = 25000

Nw = 26666.67

Nw = 30000

Nw= 26666.67

Nw = 30000

RENESS

Service-HTTP-3 has the
lowest Nw value.

>

p>

>

Service-HTTP-2 has the
lowest Nw value.

Service-HTTP-3 has the
lowest Nw value.

Service-HTTP-2 has the
lowest Nw value.

Service-HTTP-2 has the
lowest Nw value.
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(Nw =25000)

Service-HTTP-1 is selected for load balancing when it completes its active transactions or when the Nw value of the

other services (Service-HTTP-2 and Service-HTTP-3) is equal to 75000.

The following diagram illustrates how the virtual server uses the least response time method when weights are assigned.
Figure 4. How the Least Response Time Load Balancing Method with Monitors Works When Weights Are Assigned

Service-HTTP-1
Active transaction = 3
Weight =2

Monitor: Ping
AT o ThResponse time = 5 seconds

Service-HTTP-2
Active fransaction =7
Weight=3

Internet

Monitor: Ping
i i hResponse time = 1 seconds

Responses — 1,2,3,4,6
Service-HTTP-3
Active transaction =0
Weight =4

— Requests
Bindings
+— Response

Monitor: Ping
Response time = 2 seconds

To configure the least response time method using monitors, see Configuring a Load Balancing Method that Does Not

Include a Policy.
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About Hashing Methods

Load balancing methods based on hashes of certain connection information or header information constitute the
majority of the NetScaler applianced€™s load balancing methods. Hashes are shorter and easier to use than the
information that they are based on, while retaining enough information to ensure that no two different pieces of
information generate the same hash and are therefore confused with one another.

You can use the hashing load balancing methods in an environment where a cache serves a wide range of content from
the Internet or specified origin servers. Caching requests reduces request and response latency, and ensures better
resource (CPU) utilization, making caching popular on heavily used Web sites and application servers. Since these sites
also benefit from load balancing, hashing load balancing methods are widely useful.

The NetScaler provides the following hashing methods:

URL hash method

Domain hash method

Destination IP hash method

Source IP hash method

Source IP Destination IP hash method
Source IP Source Port hash method
Call ID hash method

Token method

O 0 O0O0OO0OOOO O

These hashing algorithms ensure minimal disruption when services are added to or deleted from your load balancing
setup. Most of them calculate two hash values:

o A hash of the serviced€™s IP address and port.
o A hash of the incoming URL, the domain name, the source IP address, the destination IP address, or the
source and destination IP addresses, depending on the configured hash method.

The NetScaler appliance then generates a new hash value by using both of those hash values. Finally, it forwards the
request to the service with highest hash value. As the appliance computes a hash value for each request and selects
the service that will process the request, it populates a cache. Subsequent requests with the same hash value are sent
to the same service. The following flow chart illustrates this process.

Figure 1. How the Hashing Methods Distribute Requests

NetScaler computes

Hash value by using

the configured Hash
Methods

!

Compute Hash Value
by using all services

}

Select a Service with
highest hash value
from the service list

Forward the request
to the selected
service

Hashing methods can be applied to IPv4 and IPv6 addresses.

Consider a scenario where three services (Service-HTTP-1, Service-HTTP-2, and Service-HTTP-3) are bound to a
virtual server, any hash method is configured, and the hash value is Hash1. When the configured services are UP, the
request is sent to Service-HTTP-1. If Service-HTTP-1 is down, the NetScaler appliance calculates the hash value for the
last log of the number of services. The NetScaler then selects the service with the highest hash value, such as Service-
HTTP-2. The following diagram illustrates this process.

Figure 2. Entity Model for Hashing Methods
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Note: If the NetScaler appliance fails to select a service by using a hashing method, it defaults to the least connection methoc
to select a service for the incoming request. You should adjust server pools by removing services during periods of low traffic
to enable the caches to repopulate without affecting performance on your load balancing setup.

The URL Hash Method

When you configure the NetScaler appliance to use the URL hash method for load balancing the services, for selecting
a service, the NetScaler generates a hash value of the HTTP URL present in the incoming request. If the service
selected by the hash value is DOWN, the algorithm has a method to select another service from the list of active
services. The NetScaler caches the hashed value of the URL, and when it receives subsequent requests that use the
same URL, it forwards them to the same service. If the NetScaler cannot parse an incoming request, it uses the round
robin method for load balancing instead of the URL hash method.

For generating the hash value, NetScaler uses a specific algorithm and considers a part of the URL. By default, the
NetScaler considers the first 80 bytes of the URL. If the URL is of less than 80 bytes, the complete URL is used. You
can specify a different length. The hash length can be from 1 to 4096 bytes. Generally, if long URLs are used where
only a small number of characters are different, it is a good idea to make the hash length as high as possible to try to
ensure a more even load distribution.

Consider a scenario where three services, Service-HTTP-1, Service-HTTP-2, and Service-HTTP-3, are bound to a
virtual server, and the load balancing method configured on the virtual server is the URL hash method. The virtual
server receives a request and the hash value of the URL is U1. NetScaler selects Service-HTTP-1. If Service-HTTP-1 is
DOWN, the NetScaler selects Service-HTTP-2.

The following diagram illustrates this process.
Figure 3. How URL Hashing Operates
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If both Service-HTTP-1 and Service-HTTP-2 are DOWN, NetScaler sends requests with hash value U1 to Service-
HTTP-3.

If Service-HTTP-1 and Service-HTTP-2 are down, requests that generate the hash URL1 are sent to Service-HTTP-3. If
these services are UP, requests that generate the hash URL1 are distributed in the following manner:

o If the Service-HTTP-2 is up, the request is sent to Service-HTTP-2.
o If the Service-HTTP-1 is up, the request is sent to Service-HTTP-1.
o If Service-HTTP-1 and Service-HTTP-2 are up at the same time, the request is sent to Service-HTTP-1.

To configure the URL hash method, see Configuring a Load Balancing Method that Does Not Include a Policy. Select
the load balancing method as URL Hash, and set the hash length to the number of bytes to be used for generating the
hash value.

The Domain Hash Method

A load balancing virtual server configured to use the domain hash method uses the hashed value of the domain name in
the HTTP request to select a service. The domain name is taken from either the incoming URL or the Host header of the
HTTP request. If the domain name appears in both the URL and the Host header, the NetScaler gives preference to the
URL.

If you configure domain name hashing, and an incoming HTTP request does not contain a domain name, the NetScaler
appliance defaults to the round robin method for that request.

The hash-value calculation uses the name length or hash length value, whichever is smaller. By default, the NetScaler
appliance calculates the hash value from the first 80 bytes of the domain name. To specify a different number of bytes
in the domain name when calculating the hash value, you can set the hashLength parameter (Hash Length in the
configuration utility) to a value of from 1 to 4096 (bytes).

To configure the domain hash method, see Configuring a Load Balancing Method that Does Not Include a Policy.

The Destination IP Hash Method

Updated: 2013-09-03

A load balancing virtual server configured to use the destination IP hash method uses the hashed value of the
destination IP address to select a server. You can mask the destination IP address to specify which part of it to use in
the hash value calculation, so that requests that are from different networks but destined for the same subnet are all
directed to the same server. This method supports IPv4 and IPv6-based destination servers.

This load balancing method is appropriate for use with the cache redirection feature.
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To configure the destination IP hash method for an IPv4 destination server, you set the netMask parameter. To
configure this method for an IPv6 destination server, you use the v6NetMaskLen parameter. In the configuration utility,
text boxes for setting these parameters appear when you select the Destination IP Hash method.

To configure the destination IP hash method, see Configuring a Load Balancing Method that Does Not Include a Policy.

The Source IP Hash Method

A load balancing virtual server configured to use the source IP hash method uses the hashed value of the client IPv4 or
IPv6 address to select a service. To direct all requests from source IP addresses that belong to a particular network to a
specific destination server, you must mask the source IP address. For IPv4 addresses, use the netMask parameter. For
IPv6 addresses, use the v6NetMaskLength parameter.

To configure the source IP hash method, see Configuring a Load Balancing Method that Does Not Include a Policy.

The Source IP Destination IP Hash Method

A load balancing virtual server configured to use the source IP destination IP hash method uses the hashed value of the
source and destination IP addresses (either IPv4 or IPv6) to select a service. Hashing is symmetric; the hash-value is
the same regardless of the order of the source and destination IPs. This ensures that all packets flowing from a
particular client to the same destination are directed to the same server.

To direct all requests that belong to a particular network to a specific destination server, you must mask the source IP
address. For IPv4 addresses, use the netMask parameter. For IPv6 addresses, use the v6NetMaskLength parameter.

To configure the source IP destination IP hash method, see Configuring a Load Balancing Method that Does Not
Include a Policy.

The Source IP Source Port Hash Method

A load balancing virtual server configured to use the source IP source port hash method uses the hash value of the
source IP (either IPv4 or IPv6) and source port to select a service. This ensures that all packets on a particular
connection are directed to the same service.

This method is used in connection mirroring and firewall load balancing. For more information about connection
mirroring, see Connection Failover.

To direct all requests that belong to a particular network to a specific destination server, you must mask the source IP
address. For IPv4 addresses, use the netMask parameter. For IPv6 addresses, use the v6NetMaskLength parameter.

To configure the source IP source port hash method, see Configuring a Load Balancing Method that Does Not Include a
Policy.

The Call ID Hash Method

A load balancing virtual server configured to use the call ID hash method uses the hash value of the call ID in the SIP
header to select a service. Packets for a particular SIP session are therefore always directed to the same proxy server.

This method is applicable to SIP load balancing. For more information about SIP load balancing, see Monitoring SIP
Services.

To configure the call ID hash method, see Configuring a Load Balancing Method that Does Not Include a Policy.
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The Least Bandwidth Method

A load balancing virtual server configured to use the least bandwidth method selects the service that is currently serving
the least amount of traffic, measured in megabits per second (Mbps). The following example shows how the virtual
server selects a service for load balancing by using the least bandwidth method.

Consider three services, Service-HTTP-1, Service-HTTP-2, and Service-HTTP-3.

o Service-HTTP-1 has 3 Mbps bandwidth.
o Service-HTTP-2 has 5 Mbps bandwidth.
o Service-HTTP-3 has 2 Mbps bandwidth.

The following diagram illustrates how the virtual server uses the least bandwidth method to forward requests to the three
services.

Figure 1. How the Least Bandwidth Load Balancing Method Works
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The virtual server selects the service by using the bandwidth value (N), which is the sum of the number of bytes
transmitted and received over the previous 14 seconds. If each request requires 1 Mbps bandwidth, the NetScaler
appliance delivers requests as follows:

o Service-HTTP-3 receives the first request, because this service has the lowest N value.

o Since Service-HTTP-1 and Service-HTTP-3 now have same N value, the virtual server switches to the rounc
robin method for these servers, alternating between them. Service-HTTP-1 receives the second request,
Service-HTTP-3 receives the third request, Service-HTTP-1 receives the fourth request, Service-HTTP-3
receives the fifth request, and Service-HTTP-1 receives the sixth request.

o Since Service-HTTP-1, Service-HTTP-2, and Service-HTTP-3 now all have same N value, the virtual server
includes Service-HTTP-2 in the round robin list. Therefore, Service-HTTP-2 receives the seventh request,
Service-HTTP-3 receives the eighth request, and so on.

The following table summarizes how N is calculated.

Request Service Current Remarks

Received Selected N Value

Service-HTTP-3 has the lowest N value.

Request-1 Service-HTTP- N=3
3
(N=2)
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Service-HTTP-1 and Service-HTTP-3 have the same N

Request-2 Service-HTTP- N=4 values.
1
(N=3)
Request-3 Service-HTTP- N=4
3
(N=3)
A
Request-4 Service-HTTP- N=5
1
(N=4)
A
Request-5 Service-HTTP- N=5
3
(N=4)
Service-HTTP-1, Service-HTTP-2, and Service-HTTP-3
Request-6 Service-HTTP- N=6 have the same N values.
1
(N=5)
Request-7 Service-HTTP- N=6
2
(N=5)
A
Request-8 Service-HTTP- N=6
3
(N=5)

Note: If you enable the RTSP NAT option on the virtual server, the NetScaler appliance uses the number of data and control
bytes exchanged to determine the bandwidth usage for RTSP services. For more information about RTSP NAT option, see
Managing RTSP Connections.

The NetScaler appliance also performs load balancing by using the bandwidth and weights if different weights are
assigned to the services. It selects a service by using the value (Nw) in the following expression:

Nw = (N) * (10000 / weight)

As in the preceding example, suppose Service-HTTP-1 is assigned a weight of 2, Service-HTTP-2 is assigned a weight
of 3, and Service-HTTP-3 is assigned a weight of 4. The NetScaler appliance delivers requests as follows:

o Service-HTTP-3 receives the first second, third, fourth, and fifth requests, because this service has the
lowest Nw value.

o Service-HTTP-1 receives the sixth request, because this service has the lowest Nw value.

o Service-HTTP-3 receives the seventh request, because this service has the lowest Nw value.

o Service-HTTP-2 receives the eighth request, because this service has the lowest Nw value.

The following table summarizes how Nw is calculated.

Request Service Current Nw Value (Number of Remarks

Received Selected Active Transactions) * (10000 /
Weight)

Service-HTTP-3 has the lowest
Request- Service-HTTP- Nw = 5000 Nw value.
1 3
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3
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3
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3
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3
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3
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2
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16666.67)
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Nw = 17500

Nw = 20000

>

p2)

p>)

b

Service-HTTP-1 and Service-
HTTP-3 have the same Nw value.

Service-HTTP-2 has the lowest
Nw value.

The following diagram illustrates how the virtual server uses the least bandwidth method when weights are assigned to

the services.

Figure 2. How the Least Bandwidth Load Balancing Method Works When Weights Are Assigned
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To configure the least bandwidth method, see Configuring a Load Balancing Method that Does Not Include a Policy.
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The Least Packets Method

A load balancing virtual server configured to use the least packets method selects the service that has received the
fewest packets in the last 14 seconds.

For example, consider three services, Service-HTTP-1, Service-HTTP-2, and Service-HTTP-3.

o Service-HTTP-1 has handled three packets in last 14 seconds.
o Service-HTTP-2 has handled five packets in last 14 seconds.
o Service-HTTP-3 has handled two packets in last 14 seconds.

The following diagram illustrates how the NetScaler appliance uses the least packets method to choose a service for
each request that it receives.

Figure 1. How the Least Packets Load Balancing Method Works
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The NetScaler appliance selects a service by using the number of packets (N) transmitted and received by each service
in the last 14 seconds. Using this method, it delivers requests as follows:

o Service-HTTP-3 receives the first request, because this service has the lowest N value.

o Since Service-HTTP-1 and Service-HTTP-3 now have the same N value, the virtual server switches to the
round robin method. Service-HTTP-1 therefore receives the second request, Service-HTTP-3 receives the
third request, Service-HTTP-1 receives the fourth request, Service-HTTP-3 receives the fifth request, and
Service-HTTP-1 receives the sixth request.

o Since Service-HTTP-1, Service-HTTP-2, and Service-HTTP-3 all now have same N value, the virtual server
switches to the round robin method for Service-HTTP-2 as well, including it in the round robin list. Therefore,
Service-HTTP-2 receives the seventh request, Service-HTTP-3 receives the eighth request, and so on.

The following table summarizes how N is calculated.

Request Service Current Remarks

Received Selected

Service-HTTP-3 has the lowest N value.

Request-1 Service-HTTP- N=3
3
(N=2)
Service-HTTP-1 and Service-HTTP-3 have the same N
Request-2 N=4 values.
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Service-HTTP-

1
(N=3)
Request-3 Service-HTTP- N=4
3
(N=3)
A
Request-4 Service-HTTP- N=5
1
(N=4)
A
Request-5 Service-HTTP- N=5
3
(N=4)
Service-HTTP-1, Service-HTTP-2, and Service-HTTP-3
Request-6 Service-HTTP- N=6 have the same N values.
1
(N=5)
Request-7 Service-HTTP- N=6
2
(N=5)
A
Request-8 Service-HTTP- N=6
3
(N=5)

Note: If you enable the RTSP NAT option on the virtual server, the NetScaler uses the number of data and control packets to
calculate the number of packets for RTSP services. For more information about RTSP NAT option, see Managing RTSP
Connections.

The NetScaler appliance also performs load balancing by using the number of packets and weights when a different
weight is assigned to each service. It selects a service by using the value (Nw) in the following expression:

Nw = (N) * (10000 / weight)

As in the preceding example, suppose Service-HTTP-1 is assigned a weight of 2, Service-HTTP-2 is assigned a weight
of 3, and Service-HTTP-3 is assigned a weight of 4. The NetScaler appliance delivers requests as follows:

o Service-HTTP-3 receives the first second, third, fourth, and fifth requests, because this service has the
lowest Nw value.

o Service-HTTP-1 receives the sixth request, because this service has the lowest Nw value.

o Service-HTTP-3 receives the seventh request, because this service has the lowest Nw value.

o Service-HTTP-2 receives the eighth request, because this service has the lowest Nw value.

The following table summarizes how Nw is calculated.

Request Service Current Nw Value (Number of Remarks

Received Selected Active Transactions) * (10000 /
weight)

Service-HTTP-3 has the lowest
Request- Service-HTTP- Nw = 5000 Nw value.
1 3
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Request-
2

Request-
3

Request-
4

Request-
5

Request-
6

Request-
7

Request-
8

(Nw =5000)
Service-HTTP-
3

(Nw = 5000)
Service-HTTP-
3

(Nw = 7500)
Service-HTTP-
3

(Nw =10000)
Service-HTTP-
3

(Nw = 12500)
Service-HTTP-
1

(Nw = 15000)
Service-HTTP-
3

(Nw = 15000)
Service-HTTP-
2

(Nw =
16666.67)

Nw = 7500

Nw = 10000

Nw = 12500

Nw = 15000

Nw = 20000

Nw = 17500

Nw = 20000

>

p)

p)

=2

Service-HTTP-1 and Service-
HTTP-3 have the same Nw value.

Service-HTTP-2 has the lowest
Nw value.

The following diagram illustrates how the virtual server uses the least packets method when weights are assigned.

Figure 2. How the Least Packets Method Works When Weights Are Assigned
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Request — 6

Client Requests
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Responses

Requests — 8
Service-HTTP-2

|2 Packets = 5
Weight =3

Responses Responses — 8

Internet

Requests—1,2,3,4,5,7

Responses —1,2,3,4,5,7

— , Requests

+—— Responses Service-HTTP-3

Packets = 2

Bindings Weight =4

To configure the least packets method, see Configuring a Load Balancing Method that Does Not Include a Policy.
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The Custom Load Method

Custom load balancing is performed on server parameters such as CPU usage, memory, and response time. When
using the custom load method, the NetScaler appliance usually selects a service that is not handling any active
transactions. If all of the services in the load balancing setup are handling active transactions, the appliance selects the
service with the smallest load. A special type of monitor, known as a load monitor, calculates the load on each service in
the network. The load monitors do not mark the state of a service, but they do take services out of the load balancing
decision when those services are not UP.

For more information about load monitors, see Understanding Load Monitors. The following diagram illustrates how a
load monitor operates.

Figure 1. How Load Monitors Operate

1. SNMP GET REQUEST

/

+ > E—

3. Load calculated by the
monitor on each service

Monitor
Load Monitor

2. SNMP GET RESPONSE for the
metric from the server

The load monitor uses Simple Network Management Protocol (SNMP) probes to calculate load on each service by
sending an SNMP GET request to the service. This request contains one or more object IDs (OIDs). The service
responds with an SNMP GET response, with metrics corresponding to the SNMP OIDs. The load monitor uses the
response metrics, described below, to calculate the load on the service.

The load monitor calculates the load on a service by using the following parameters:

o Metrics values retrieved through SNMP probes that exist as tables in the NetScaler.
o Threshold value set for each metric.
o Weight assigned to each metric.

For example, consider three services, Service-HTTP-1, Service-HTTP-2, and Service-HTTP-3.

o Service-HTTP-1 is using 20 megabytes (MB) of memory.
o Service-HTTP-2 is using 70 MB of memory.
o Service-HTTP-3 is using 80 MB of memory.

The load balanced servers can export metrics such as CPU and memory usage to the services, which can in turn
provide them to the load monitor. The load monitor sends an SNMP GET request containing the OIDs
1.3.6.1.4.1.5951.4.1.1.41.15,1.3.6.1.4.1.5951.4.1.1.41.1.4, and 1.3.6.1.4.1.5951.4.1.1.41.1.3 to the services. SNMP
OIDs of type STRING are not supported, because you cannot calculate the load by using a STRING OID. Loads can be
calculated by using other data types, such as INT and gauge32. The three services respond to the request. The
NetScaler appliance compares the exported metrics, and then selects Service-HTTP-1 because it has more available
memory. The following diagram illustrates this process.

Figure 2. How the Custom Load Method Works
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Internet

——————— Requests
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Bindings

Service-HTTP-1
Memory =20 MB

Requests — 1,2,3,4,5,68

Responses - 1,2,3,4,5,6,8
Vserver-LB-1

Requests Requests— 7 Service-HTTP-2
e

Memory =70 MB

Responses Responses - 7

Service-HTTP-3
Memory =80 MB

If each request uses 10 MB memory, the NetScaler appliance delivers requests as follows:

o Service-HTTP-1 receives the first, second, third, fourth, and fifth requests, because this service has the

lowest N value.

o Service-HTTP-1 and Service-HTTP-2 now have the same load, so the virtual server reverts to the round

robin method for these servers. Therefore, Service-HTTP-2 receives the sixth request, and Service-HTTP-1
receives the seventh request.

o Since Service-HTTP-1, Service-HTTP-2, and Service-HTTP-3 all now have same load, the virtual server
reverts to the round robin method for Service-HTTP-3 as well. Therefore, Service-HTTP-3 receives the

eighth request.

The following table summarizes how N is calculated.

Request

received

Request-
1

Request-
2

Request-
3

Request-
4
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Service
selected

Service-HTTP-
1

(N =20)
Service-HTTP-
1

(N =30)
Service-HTTP-
1

(N = 40)
Service-HTTP-
1

(N = 50)

Current N Value (Number Remarks
of Active Transactions)

Service-HTTP-3 has the lowest N value.

N =30

A
N =40

A
N =50

A
N =60

A
N=70
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Request-
5

Request-
6

Request-
7

Request-
8

Service-HTTP-
1

(N =60)
Service-HTTP-
1

(N=70)
Service-HTTP-
2

(N=70)
Service-HTTP-
1

(N = 80)

N =80
N =80
N =90

Service-HTTP-2 and Service-HTTP-3 have
the same N values.

Service-HTTP-1, Service-HTTP-2, and
Service-HTTP-3 have the same N values.

If different weights are assigned to the services, the custom load algorithm considers both the load on each service and
the weight assigned to each service. It selects a service by using the value (Nw) in the following expression:

Nw = (N) * (10000 / weight)

As in the preceding example, suppose Service-HTTP-1 is assigned a weight of 4, Service-HTTP-2 is assigned a weight
of 3, and Service-HTTP-3 is assigned a weight of 2. If each request uses 10 MB memory, the NetScaler appliance
delivers requests as follows:

o Service-HTTP-1 receives the first, second, third, fourth, fifth, sixth, seventh, and eighth requests, because
this service has the lowest Nw value.
o Service-HTTP-2 receives the ninth request, because this service has the lowest Nw value.

Service-HTTP-3 has the highest Nw value, and is therefore not considered for load balancing.

The following table summarizes how Nw is calculated.

Request

received

Request-1

Request-2

Request-3

Request-4

Request-5

citrix.com

Service
selected

Service-HTTP-
1

(Nw = 50000)
Service-HTTP-
1

(Nw = 5000)
Service-HTTP-
1

(Nw = 15000)
Service-HTTP-
1

(Nw = 20000)

Current Nw Value (Number of Active REINETES
Transactions) * (10000 / Weight)

Nw = 75000

Nw = 100000

Nw = 125000

Nw = 150000

Nw = 175000

Service-HTTP-1 has the
lowest Nw value.

>

p>)

>

p>)
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Service-HTTP-

1
(Nw =
23333.34))

Request-6 Service-HTTP- Nw = 200000
1
(Nw = 25000)

Request-7 Service-HTTP- Nw = 225000
1
(Nw =
23333.34)

Request-8 Service-HTTP- Nw = 250000
1
(Nw = 25000)

Request-9 Service-HTTP- Nw = 266666.67
2
(Nw =
233333.34)

p>

p2)

p2)

Service-HTTP-2 has the
lowest Nw value.

Service-HTTP-1 is selected for load balancing when it completes its active transactions or when the Nw value of
other services (Service-HTTP-2 and Service-HTTP-3) is equal to 400,000.

The following diagram illustrates how the NetScaler appliance uses the custom load method when weights are

assigned.

Figure 3. How the Custom Load Method Works When Weights Are Assigned
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To configure the custom load method, see Configuring a Load Balancing Method that Does Not Include a Policy.
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Configuring the Token Method

A load balancing virtual server configured to use the token method bases its selection of a service on the value of a data
segment extracted from the client request. The data segment is called the token. You configure the location and size of
the token. For subsequent requests with the same token, the virtual server chooses the same service that handled the
initial request.

This method is content aware; it operates differently for TCP, HTTP, and HTTPS connections. For HTTP or HTTPS
services, the token is found in the HTTP headers, the URL, or the BODY. To locate the token, you specify or create a
classic or advanced expression. For more information on classic or advanced expressions, see Policy Configuration and
Reference.

For HTTP services, the virtual server searches for the configured token in the first 24 kilobytes (KB) of the TCP payload.
For non-HTTP (TCP, SSL, and SSL_TCP) services, the virtual server searches for the configured token in the first 16
packets if the total size of the 16 packets is less than 24 KB. But if the total size of the 16 packets is greater than 24 KB,
the NetScaler searches for the token in the first 24 KB of payload. You can use this load balancing method across
virtual servers of different types to make sure that requests presenting the same token are directed to appropriate
services, regardless of the protocol used.

For example, consider a load balancing setup consisting of servers that contain Web content. You want to configure the
NetScaler appliance to search for a specific string (the token) inside the URL query portion of the request. Server-1 has
two services, Service-HTTP-1 and Service-TCP-1, and Server-2 has two services, Service-HTTP-2 and Service-TCP-2.
The TCP services are bound to Vserver-LB-2, and the HTTP services are bound to Vserver-LB-1.

If Vserver-LB-1 receives a request with the token AA, it selects the service Service-HTTP-1 (bound to server-1) to
process the request. If Vserver-LB-2 receives a different request with the same token (AA), it directs this request to the
service Service-TCP-1. The following diagram illustrates this process.

Figure 1. How the Token Method Works

Request-1 with token “AA”

Service-TCP-1  Server-1

Internet

Request and
* Response flow

Bindings Vserver-LB-2

To configure the Token load balancing method by using the command line
interface

At the command prompt, type the following commands to configure the token load balancing method and verify the
configuration:

o set Ib vserver <name> -IbMethod TOKEN -rule <rule> -datalength <length> -dataoffset <offset>
o show Ib vserver <name>

Example
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set |'b vserver LB-VServer-1 -|bMethod TOKEN -rule ' AA" -datal ength 2 -dataoffset 25

show | b vserver LB-VServer-1

To configure the token load balancing method by using the configuration
utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open a virtual server.
2. In Advanced Settings, click Method
3. In the Load Balancing Method list, select Token, and specify an expression.
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Configuring a Load Balancing Method That Does Not Include a Policy

After you select a load balancing algorithm for your load balancing setup, you must configure the NetScaler appliance to
use that algorithm. You can configure it by using the NetScaler command line or by using the configuration utility.

Note:

The token method is policy based and requires more configuration than is described here. To configure the token
method, see Configuring the Token Method.

For some hash-based methods, you can mask an IP address to direct requests belonging to the same subnet to the

same server. For more information, see The Destination IP Hash Method, The Source IP Hash Method, The Source IP
Destination IP Hash Method, and The Source IP Source Port Hash Method.

To set the load balancing method by using the command line interface

At the command prompt, type:
set |Ib vserver <name> -IbMethod <method>

Example

set | b vserver Vserver-LB-1 -|bMethod Least Connection

To set the load balancing method by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open a virtual server.
2. In Advanced Settings, click Method, and in the Load Balancing Method list, select a method.
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Persistence and Persistent Connections

Unless you configure persistence, a load balancing stateless protocol, such as HTTP, disrupts the maintenance of state
information about client connections. Different transmissions from the same client might be directed to different servers

even though all of the transmissions are part of the same session. You must configure persistence on a load balancing

virtual server that handles certain types of Web applications, such as shopping cart applications.

Before you can configure persistence, you need to understand the different types of persistence, how they are used,
and what the implications of each type is. You then need to configure the NetScaler appliance to provide persistent
connections for those Web sites and Web applications that require them.

You can also configure backup persistence, which takes effect in the event that the primary type of persistence
configured for a load balancing virtual server fails. You can configure persistence groups, so that a client transmission to
any virtual server in a group can be directed to a server that has received previous transmissions from the same client.

For information about persistence with RADIUS load balancing, see Configuring RADIUS Load Balancing with
Persistence.
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About Persistence

You can choose from among any of several types of persistence for a given load balancing virtual server, which then
routes to the same service all connections from the same user to your shopping cart application, Web-based email, or
other network application. The persistence session remains in effect for a period of time, which you specify.

If a server participating in a persistence session goes DOWN, the load balancing virtual server uses the configured load
balancing method to select a new service, and establishes a new persistence session with the server represented by
that service. If the server goes OUT OF SERVICE, it continues to process existing persistence sessions, but the virtual
server does not direct any new traffic to it. After the shutdown period elapses, the virtual server ceases to direct
connections from existing clients to the service, closes existing connections, and redirects those clients to new services

if necessary.

Depending on the persistence type you configure, the NetScaler appliance might examine the source IPs, destination
IPs, SSL session IDs, Host or URL headers, or some combination of these things to place each connection in the
proper persistence session. It might also base persistence on a cookie issued by the Web server, on an arbitrarily
assigned token, or on a logical rule. Almost anything that allows the appliance to match connections with the proper
persistence session and be used as the basis for persistence.

The following table summarizes the persistence types available on the NetScaler appliance.

Persistence

Type

Source IP

HTTP Cookie

SSL Session
ID

URL Passive

Custom
Server ID

Destination IP

Source and
Destination
IPs

SIP Call ID

RTSP
Session ID

User-Defined
Rule
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Table 1. Types of Persistence

Description

SOURCEIP. Connections from the same client IP address are parts of the same persistence
session.

COOKIEINSERT. Connections that have the same HTTP Cookie header are parts of the
same persistence session.

SSLSESSION. Connections that have the same SSL Session ID are parts of the same
persistence session.

URLPASSIVE. Connections to the same URL are treated as parts of the same persistence
session.

CUSTOMSERVERID. Connections with the same HTTP HOST header are treated as parts of
the same persistence session.

DESTIP. Connections to the same destination IP are treated as parts of the same persistence
session.

SRCIPDESTIP. Connections that are both from the same source IP and to the same
destination IP are treated as parts of the same persistence session.

CALLID. Connections that have the same call ID in the SIP header are treated as parts of the
same persistence session.

RTSPSID. Connections that have the same RTSP Session ID are treated as parts of the
same persistence session.

RULE. Connections that match a user-defined rule are treated as parts of the same
persistence session.
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Depending on the type of persistence that you have configured, the virtual server can support either 250,000
simultaneous persistent connections or any number of persistent connections up to the limits imposed by the amount of
RAM on your NetScaler appliance. The following table shows which types of persistence fall into each category.

Table 2. Persistence Types and Numbers of Simultaneous Connections Supported

Persistence Type Number of Simultaneous Persistent Connections
Supported

Source IP, SSL Session ID, Rule, destination IP, 250 K

source IP/destination IP, SIP Call ID, RTSP Session

ID

Cookie, URL Server ID, Custom Server ID Memory limit. In case of Cookielnsert, if timeout is not

0, the number of connections is limited by memory.

Some types of persistence are specific to particular types of virtual server. The following table lists each type of
persistence and indicates which types of persistence are supported on which types of virtual server.

Table 3. Relationship of Persistence Type to Virtual Server Type

SSL_TCP | RTSP
Persistence Type HTTP HTTPS TCP UDP/IP SSL_Bridge

SOURCEIP YES YES YES YES YES YES NO
COOKIEINSERT YES YES NO NO NO NO NO
SSLSESSION NO YES NO NO YES YES NO
URLPASSIVE YES YES NO NO NO NO NO
CUSTOMSERVERID YES YES NO NO NO NO NO
RULE YES YES YES NO NO NO
SRCIPDESTIP YES YES YES YES YES YES NO
DESTIP YES YES YES YES YES YES NO
CALLID NO NO NO NO NO NO NO
RTSPID NO NO NO NO NO NO YES
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Persistence Based on Source IP Address

When source IP persistence is configured, the load balancing virtual server uses the configured load balancing method
to select a service for the initial request, and then uses the source IP address (client IP address) to identify subsequent
requests from that client and send them to the same service. You can set a time-out value, which specifies the
maximum inactivity period for the session. When the time-out value expires, the session is discarded, and the
configured load balancing algorithm is used to select a new server.

Caution: In some circumstances, using persistence based on source IP address can overload your servers. All requests to a
single Web site or application are routed through the single gateway to the NetScaler appliance, even though they are then
redirected to multiple locations. In multiple proxy environments, client requests frequently have different source IP addresses
even when they are sent from the same client, resulting in rapid multiplication of persistence sessions where a single session
should be created. This issue is called the &€aeMega Proxy problem.a€s You can use HTTP cookie-based persistence
instead of Source IP-based persistence to prevent this from happening.

To configure persistence based on Source IP Address, see Configuring Persistence Types That Do Not Require a Rule.

Note: If all incoming traffic comes from behind a Network Address Translation (NAT) device or proxy, the traffic appears to
the NetScaler appliance to come from a single source IP address. This prevents Source IP persistence from functioning
properly. Where this is the case, you must select a different persistence type.
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Persistence Based on HTTP Cookies

When HTTP cookie persistence is configured, the NetScaler appliance sets a cookie in the HTTP headers of the initial
client request. The cookie contains the IP address and port of the service selected by the load balancing algorithm. As
with any HTTP connection, the client then includes that cookie with any subsequent requests.

When the NetScaler appliance detects the cookie, it forwards the request to the service IP and port in the cookie,
maintaining persistence for the connection. You can use this type of persistence with virtual servers of type HTTP or
HTTPS. This persistence type does not consume any NetScaler resources and therefore can accommodate an
unlimited number of persistent clients.

Note: If the clientd€™s Web browser is configured to refuse cookies, HTTP cookie-based persistence will not work. It might
be advisable to configure a cookie check on the Web site, and warn clients that do not appear to be storing cookies properly
that they will need to enable cookies for the Web site if they want to use it.

The format of the cookie that the NetScaler appliance inserts is:

NSC_XXXX=<ServicelP ><ServicePort>
where:

o NSC_XXXX is the virtual server ID that is derived from the virtual server name.
o ServicelP and ServicePort are encoded representations of the service IP address and service port,
respectively. The IP address and port are encoded separately.

You can set a time-out value for this type of persistence to specify an inactivity period for the session. When the
connection has been inactive for the specified period of time, the NetScaler appliance discards the persistence session.
Any subsequent connection from the same client results in a new server being selected based on the configured load
balancing method, and a new persistence session being established.

Note: If you set the time-out value to 0, the NetScaler appliance does not specify an expiration time, but sets a session cookie
that is not saved when the clientaé€™s browser is shut down.

By default, the NetScaler appliance sets HTTP version 0 cookies for maximum compatibility with client browsers. (Only
certain HTTP proxies understand version 1 cookies; most commonly used browsers do not.) You can configure the
appliance to set HTTP version 1 cookies, for compliance with RFC2109. For HTTP version 0 cookies, the appliance
inserts the cookie expiration date and time as an absolute Coordinated Universal Time (GMT). It calculates this value as
the sum of the current GMT time on the appliance and the time-out value. For HTTP version 1 cookies, the appliance
inserts a relative expiration time by setting the &€ceMax-Agea€- attribute of the HTTP cookie. In this case, the clienta€™
s browser calculates the actual expiration time.

To configure persistence based on a cookie inserted by the appliance, see Configuring Persistence Types That Do Not
Require a Rule.

In the HTTP cookie, the appliance by default sets the httponly flag to indicate that the cookie is nonscriptable and
should not be revealed to the client application. Therefore, a client-side script cannot access the cookie, and the client is
not susceptible to cross-site scripting.

Certain browsers, however, do not support the httponly flag and, therefore, might not return the cookie. As a result,
persistence is broken. For browsers that do not support the flag, you can omit the httponly flag in the persistence
cookie.

To change the httponly flag setting by using the command line interface

At the command prompt, type:
set Ib parameter -httpOnlyCookieFlag (ENABLED|DISABLED)

Example

> set | b paraneter -httpOnlyCookieFlag disabl ed
Done
> show | b paraneter
d obal LB paraneters:
Per si stence Cookie HitpOnly Flag: DI SABLED
Use port for hash LB: YES
Done

To change the httponly flag setting by using the configuration utility
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1. Navigate to Traffic Management > Load Balancing > Configure Load Balancing Parameters, and select or clear the
Persistence Cookie HTTPOnly Flag.

Encrypting the Cookie

From release 10.5 build 55.8, you can encrypt the cookie in addition to any SSL encryption.

To encrypt the cookie by using the command line interface, at the command prompt, type:

set | b paranmeter -useSecuredPersistenceCooki e ENABLED - cooki ePassphrase test

To encrypt the cookie by using the configuration utility, navigate to Traffic Management > Change Load Balancing
Parameters, and select Use Secured Persistence Cookie and Cookie Passphrase and enter a passphrase.
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Persistence Based on SSL Session IDs

When SSL Session ID persistence is configured, the NetScaler appliance uses the SSL Session ID, which is part of the
SSL handshake process, to create a persistence session before the initial request is directed to a service. The load
balancing virtual server directs subsequent requests that have the same SSL session ID to the same service. This type
of persistence is used for SSL bridge services.

Note:

There are two issues that users should consider before choosing this type of persistence. First, the NetScaler appliance
does not encrypt or decrypt data when it forwards requests to services in an SSL bridge configuration, because it must
maintain the data structures to keep track of the sessions. This type of persistence therefore consumes resources on
the NetScaler appliance, which limits the number of concurrent persistence sessions that it can support. If you expect to
support a very large number of concurrent persistence sessions, you might want to choose another type of persistence.

Second, if the client and the load-balanced server should renegotiate the session ID during their transactions,
persistence is not maintained, and a new persistence session is created when the clienta€™s next request is received.
This may result in the clienta€™s activity on the Web site being interrupted and the client being required to
reauthenticate or restart the session. It may also result in large numbers abandoned sessions if the timeout is set to too
large a value.

To configure persistence based on SSL session ID, see Configuring Persistence Types That Do Not Require a Rule.
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Persistence Based on Diameter AVP Number

You can use persistence based on the AVP number of a Diameter message to create persistent Diameter sessions.
When the NetScaler appliance finds the AVP in the Diameter message, it creates a persistence session based on the
value of the AVP. All subsequent messages that match the value of the AVP are directed to the previously selected
server. If the value of the AVP does not match the persistence session, a new session is created for the new value.

Note: If the AVP number is not defined in Diameter base-protocol RFC 6733, and if the number is nested inside a grouped
AVP, you must define a sequence of AVP numbers (maximum of 3) in parent-to-child order. For example, if persist AVP
number X is nested inside AVP Y, which is nested in Z, define the listas Z Y X.

To configure Diameter-based persistence on a virtual server by using the command line interface

At the command prompt, type the following command:

set Ib vserver <name> -PersistenceType <type-> persistAVPno <positive_integer>

Example

set | b vserver dianeter_vs -persistenceType DI AVETER - persi st AYPno 263
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Custom Server ID Persistence

In the Custom Server ID persistence method, the Server ID specified in the client request is used to maintain
persistence. For this type of persistence to work, you must first set a server ID on the services. The NetScaler appliance
checks the URL of the client request and connects to the server associated with the specified server ID. The service
provider should make sure that the users are aware of the server IDs to be provided in their requests for specific
services.

For example, if your site provides different types of data, such as images, text, and multimedia, from different servers,
you can assign each server a server ID. On the NetScaler appliance, you specify those server IDs for the corresponding
services, and you configure custom server ID persistence on the corresponding load balancing virtual server. When
sending a request, the client inserts the server ID into the URL indicating the required type of data.

To configure custom server ID persistence:

o In your load balancing setup, assign a server ID to each service for which you want to use the user-defined
server ID to maintain persistence. Alphanumeric server IDs are allowed.

o Specify rules, in the default-syntax expression language, to examine the URL queries for the server ID and
forward traffic to the corresponding server.

o Configure custom server ID persistence.

Note: The persistence time-out value does not affect the Custom Server ID persistence type. There is no limit on the
maximum number of persistent clients because this persistence type does not store any client information.

Example

In a load balancing setup with two services, assign server ID 2345-photo-56789 to Service-1, and server ID 2345-drawing-
abb123 to Service-2. Bind these services to a virtual server named Web11.

set service Service-1 10.102.29.5 -serverl D 2345-phot 0- 56789
set service Service-1 10.102.29.6 -serverlD 2345-draw ng-abb123

On virtual server Web11, enable Custom Server ID persistence.
Example

set |Ib vserver Webll -persistenceType custonserverlD
bind I'b vserver Wbll Service-[1-2]

Create the following expression so that all URL queries containing the string "sid=" are examined.

HTTP. REQ URL. AFTER_STR( 4€osi d=4€-)

When a client sends a request with the following URL to the IP address of Web11, the NetScaler directs the request to
Service-2 and honors persistence.

Example

http://ww. exanpl e. cont i ndex. asp?&si d=2345- dr awi ng- abb123

For more information about default-syntax policy expressions, see the Policy Configuration and Reference.

To configure custom server ID persistence by using the configuration utility

Navigate to Traffic Management > Load Balancing > Services.

Open the service and set a server ID.

Navigate to Traffic Management > Load Balancing > Virtual Servers, and open the virtual server.
In Advanced Settings, select Persistence.

Select CUSTOMESERVERID, and specify an expression.

ogrwbE
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Persistence Based on IP Addresses

You can base persistence on Destination IP addresses, or on both Source IP and Destination IP Addresses.

Persistence Based on Destination IP Addresses
Updated: 2013-09-24

With destination IP address-based persistence, when the NetScaler appliance receives a request from a new client, it
creates a persistence session based on the IP address of the service selected by the virtual server (the destination IP
address). Subsequently, it directs requests to the same destination IP to the same service. This type of persistence is
used with link load balancing. For more information about link load balancing, see Link Load Balancing.

The time-out value for destination IP persistence is the same as that for source IP persistence, described in Persistence
Based on Source IP Address.

To configure persistence based on the destination IP address, see Configuring Persistence Types That Do Not Require
a Rule.

Persistence Based on Source and Destination IP Addresses

With source and destination IP address-based persistence, when the NetScaler appliance receives a request, it creates
a persistence session based on both the IP address of the client (the source IP address) and the IP address of the
service selected by the virtual server (the destination IP address). Subsequently, it directs requests from the same
source IP and to the same destination IP to the same service.

The time-out value for destination IP persistence is the same as that for source IP persistence, described in Persistence
Based on Source IP Address.

To configure persistence based on both source and destination IP addresses, see Configuring Persistence Types That
Do Not Require a Rule.
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Persistence Based on SIP Call ID

With SIP Call ID persistence, the NetScaler appliance chooses a service based on the call ID in the SIP header. This
enables it to direct packets for a particular SIP session to the same service and, therefore, to the same load balanced
server. This persistence type is applicable specifically to SIP load balancing. For more information about SIP load
balancing, see Monitoring SIP Services.

To configure persistence based on SIP Call ID, see Configuring Persistence Types That Do Not Require a Rule.
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Persistence Based on RTSP Session IDs

With RTSP Session ID persistence, when the NetScaler appliance receives a request from a new client, it creates a new
persistence session based on the Real-Time Streaming Protocol (RTSP) session ID in the RTSP packet header, and
then directs the request to the RTSP service selected by the configured load balancing method. It directs subsequent
requests that contain the same session ID to the same service. This persistence type is applicable specifically to SIP
load balancing. For more information about SIP load balancing, see Monitoring SIP Services.

Note: RTSP Session ID persistence is configured by default on RTSP virtual servers, and you cannot modify that setting.

Sometimes different RTSP servers issue the same session IDs. When this happens, unique sessions cannot be created
between the client and the RTSP server by using only the RTSP session ID. If you have multiple RTSP servers that may
issue the same session IDs, you can configure the appliance to append the server IP address and port to the session
ID, creating a unique token that can be used to establish persistence. This is called session ID mapping.

To configure persistence based on RTSP Session IDs, see Configuring Persistence Types That Do Not Require a Rule.

Important: If you need to use session ID mapping, you must set the following parameter when configuring each service within
the load balancing setup. Also, make sure that no non-persistent connections are routed through the RTSP virtual server.
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Configuring URL Passive Persistence

With URL Passive persistence, when the NetScaler appliance receives a request from a client, it extracts the server IP
address-port information (expressed as a single hexadecimal number) from the client request.

URL passive persistence requires configuring an advanced expression that specifies the query element that contains
the server IP address-port information. For more information about classic and advanced policy expressions, see Policy
Configuration and Reference.

The following expression configures the appliance to examine requests for URL queries that contain the string "urlp=",
extract the server IP address-port information, convert it from a hexadecimal string to an IP and port number, and
forward the request to the service configured with this IP address and port number.

HTTP. REQ URL. AFTER STR( a€cair | p=a€e)

If URL passive persistence is enabled and the above expression is configured, a request with the following URL and
server |IP address-port string is directed to 10.102.29.10:80.

http://ww. exanpl e. conl i ndex. asp?&ur | p=0A661D0A0050

The persistence time-out value does not affect this persistence type; persistence is maintained as long as the server IP
address-port information can be extracted from client requests. This persistence type does not consume any NetScaler
resources, so it can accommodate an unlimited number of persistent clients.

To configure URL passive persistence, you first configure persistence as described in Configuring Persistence Types

That Do Not Require a Rule. You set the persistence type to URLPASSIVE. You then perform the procedures provided
below.

To configure URL passive persistence by using the command line interface

At the command prompt, type:
set Ib vserver <vserverName> [-rule <expression>]

Example

set I b vserver LB-VServer-1 a€“rule HITP. REQ URL. AFTER_STR( &€oair | p=a€e)

To configure URL passive persistence by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open the virtual server.
2. In Advanced Settings, select Persistence, and specify URLPASSIVE.
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Configuring Persistence Based on User-Defined Rules

When rule based persistence is configured, the NetScaler appliance creates a persistence session based on the
contents of the matched rule before directing the request to the service selected by the configured load balancing
method. Subsequently, it directs all requests that match the rule to the same service. You can configure rule based
persistence for services of type HTTP, SSL, RADIUS, ANY, TCP, and SSL_TCP.

Rule based persistence requires a classic or default syntax expression. You can use a classic expression to evaluate
request headers, or you can use a default syntax expression to evaluate request headers, Web form data in a request,
response headers, or response bodies. For example, you could use a classic expression to configure persistence based
on the contents of the HTTP Host header. You could also use a default syntax expression to configure persistence
based on application session information in a response cookie or custom header. For more information on creating and
using classic and default syntax expressions, see Policy Configuration and Reference.

The expressions that you can configure depends on the type of service for which you are configuring rule based
persistence. For example, certain RADIUS-specific expressions are not allowed for protocols other than RADIUS, and
TCP-option based expressions are not allowed for service types other than the ANY type. For TCP and SSL_TCP
service types, you can use expressions that evaluate TCP/IP protocol data, Layer 2 data, TCP options, and TCP
payloads.

Note: For a use case that involves configuring rule based persistence on the basis of Financial Information eXchange ("FIX")
Protocol data transmitted over TCP, see Configuring Rule Based Persistence Based on a Name-Value Pair in a TCP Byte
Stream.

Rule based persistence can be used for maintaining persistence with entities such as Branch Repeater appliances,
Branch Repeater plug-ins, cache servers, and application servers.

Note: On an ANY virtual server, you cannot configure rule-based persistence for the responses.
To configure persistence based on a user-defined rule, you first configure persistence as described in Configuring
Persistence Types That Do Not Require a Rule, and set the persistence type to RULE. You then perform the

procedures provided below. You can configure rule based persistence by using the configuration utility or the NetScaler
command line.

To configure persistence based on user-defined rules by using the command
line interface

At the command prompt, type:
set Ib vserver <vserverName> [-rule <expression>][-resRule <expression>]

Example

set | b vserver vsvr_nane a€“rul e http.req. header("cookie").value(0).typecast_nvlist_t('=,";

set | b vserver vsvr_nane a€“resrule http.res. header("set-cookie").value(0).typecast_nvlist_t

To configure persistence based on user-defined rules by using the
configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open the virtual server.
2. In Advanced Settings, select Persistence, select RULE, and specify an expression.

Example: Classic Expression for a Request Payload
The following classic expression creates a persistence session based on the presence of a User-Agent HTTP header

that contains the string, a€ceMyBrowsera€e, and directs any subsequent client requests that contain this header and
string to the same server that was selected for the initial request.

http header User-Agent contains MyBrowser
Example: Default syntax Expression for a Request Header

The following default syntax expression does exactly the same thing as the previous classic expression.

HTTP. REQ HEADER( " User - Agent ") . CONTAI NS (" MyBrowser")

Example: Default syntax Expression for a Response Cookie
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The following expression examines responses for &€ceservera€e cookies, and then directs any requests that contain
that cookie to the same server that was selected for the initial request.

HTTP. RES. HEADER( " SET- COOKI E") . VALUE(0) . TYPECAST NVLI ST T('=',';').VALUE("server")
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Configuring Persistence Types That Do Not Require a Rule

To configure persistence, you must first set up a load balancing virtual server, as described in Setting Up Basic Load
Balancing. You then configure persistence on the virtual server.

To configure persistence on a virtual server by using the command line
interface

At the command prompt, type the following commands to configure persistence and verify the configuration:

o set Ib vserver <name> -PersistenceType <type> [-timeout <integer>]
o show Ib vserver

Example

set | b vserver Vserver-LB-1 -persistenceType SOURCEI P

show I b vserver

Note: For IP-based persistence, you can also set the persistMask parameter.

To configure persistence on a virtual server by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open the virtual server.
2. In Advanced Settings, select Persistence, and specify a persistence type other than RULE.
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Configuring Backup Persistence

The NetScaler appliance uses backup persistence to choose a new type of persistence when the primary persistence
type fails. For example, if the primary persistence type is set to Cookie Insert, and backup persistence is set to Source
IP, the NetScaler appliance uses Source IP-based persistence when the cookie is missing from the HTTP header or
when the client browser does not support cookies.

You can set a time-out value for backup persistence only when the primary persistence type is HTTP Cookie-based or
RTSP session ID-based persistence, and the backup persistence type is Source IP-based.

To set backup persistence for a virtual server by using the command line
interface

At the command prompt, type:
set b vserver <nanme>@-persistenceType <PersistenceType> -persistenceBackup <BackupPersistenceType>

Example

set | b vserver Vserver-LB-1 -persistenceType Cooki el nsert -persistenceBackup Sourcel P

To set backup persistence for a virtual server by using the configuration
utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open the virtual server.
2. In Advanced Settings, select Persistence, and specify a backup persistence type.
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Configuring Persistence Groups

When you have load-balanced servers that handle several different types of connections (such as Web servers that
host multimedia), you can configure a virtual server group to handle these connections. To create a virtual server group,
you bind different types of virtual servers, one for each type of connection that your load balanced servers accept, into a
single group. You then configure a persistence type for the entire group.

You can configure either source IP-based persistence or HTTP cookie-based persistence for persistence groups. After
you set persistence for the entire group, you cannot change it for individual virtual servers in the group. If you configure
persistence on a group and then add a new virtual server to the group, the persistence of the new virtual server is
changed to match the persistence setting of the group.

When persistence is configured on a group of virtual servers, persistence sessions are created for initial requests, and
subsequent requests are directed to the same service as initial request, regardless of the virtual server in the group that
receives each client request.

If you configure HTTP cookie-based persistence, the domain attribute of the HTTP cookie is set. This setting causes the

client software to add the HTTP cookie into client requests if different virtual servers have different public host names.
For more information about Cookielnsert persistence type, see Persistence Based on HTTP Cookies.

To create a virtual server persistency group by using the command line
interface

At the command prompt, type:
bind Ib group <vServerGroupName> <vServerName> -persistenceType <PersistenceType>

Example
bind I'b group Vserver-Goup-1 Vserver-LB-1 -persistenceType Cooki el nsert
To modify a virtual server group by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Persistency Groups, create a persistency group, and specify the
virtual servers that must be part of this group.

To modify a virtual server group by using the command line interface

At the command prompt, type:
set Ib group <vServerGroupName> -PersistenceBackup <BackupPersistenceType> -persistMask <SubnetMaskAddress>

Example

set |b group vserver-G oup-1 -PersistenceBackup Sourcel P -persistMask 255.255. 255. 255
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Configuring RADIUS Load Balancing with Persistence

Todaya€™s complex networking environment often requires coordinating a high-volume, high-capacity load balancing
configuration with robust authentication and authorization. Application users may connect to a VPN through mobile
access points such as consumer-grade DSL or Cable connections, WiFi, or even dial-up nodes. Those connections
usually use dynamic IPs, which can change during the connection.

If you configure RADIUS load balancing on the NetScaler appliance to support persistent client connections to RADIUS
authentication servers, the appliance uses the user logon or the specified RADIUS attribute instead of the client IP as
the session ID, directing all connections and records associated with that user session to the same RADIUS server.
Users are therefore able to log on to your VPN from mobile access locations without experiencing disconnections when
the client IP or WiFi access point changes.

To configure RADIUS load balancing with persistence, you must first configure RADIUS authentication for your VPN.
For information and instructions, see the Authentication, Authorization, Auditing (AAA) chapter in AAA Application Traffic
. You must also choose either the Load Balancing or Content Switching feature as the basis for your configuration, and
make sure that the feature you chose is enabled. The configuration process with either feature is almost the same.

Then, you configure either two load balancing, or two content switching, virtual servers, one to handle RADIUS
authentication traffic and the other to handle RADIUS accounting traffic. Next, you configure two services, one for each
load balancing virtual server, and bind each load balancing virtual server to its service. Finally, you create a load
balancing persistency group and set the persistency type to RULE.

To configure RADIUS load balancing with persistence, see the following sections:

Enabling the Load Balancing or Content Switching Feature
Configuring Virtual Servers

Configuring Services

Binding Virtual Servers to Services

Configuring a Persistency Group for Radius

O 00 OO

Enabling the Load Balancing or Content Switching Feature

Updated: 2013-08-29

To use the Load Balancing or Content Switching feature, you must first ensure that the feature is enabled. If you are
configuring a new NetScaler appliance that has not previously been configured, both of these features are already
enabled, so you can skip to the next section. If you are configuring a NetScaler appliance with a previous configuration
on it, and you are not certain that the feature you will use is enabled, you must do that now.

o For instructions on enabling the load balancing feature, see Enabling Load Balancing.
o For instructions on enabling the content switching feature, see Enabling Content Switching.

Configuring Virtual Servers

Updated: 2013-09-13

After enabling the load balancing or content switching feature, you must next configure two virtual servers to support
RADIUS authentication:

o RADIUS authentication virtual server. This virtual server and its associated service will handle
authentication traffic to your RADIUS server. Authentication traffic consists of connections associated with
users logging onto your protected application or virtual private network (VPN).

o RADIUS accounting virtual server. This virtual server and its associated service will handle accounting
connections to your RADIUS server. Accounting traffic consists of connections that track an authenticated
userd€™s activities on your protected application or VPN.

Important: You must create either a pair of load balancing virtual servers or a pair of content switching virtual servers to use ir
your RADIUS persistence configuration. You cannot mix virtual server types.

To configure a load balancing virtual server by using the command line interface

At the command prompt type the following commands to create a new load balancing virtual server and verify the
configuration:

o add Ib vserver <name> RADIUS <IP address> <port> -lbmethod TOKEN -rule <rule>
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o show Ib vserver <name>

To configure an existing load balancing virtual server, replace the above add Ib virtual server command with the set Ib

vserver command, which takes the same arguments.

To configure a content switching virtual server by using the command line interface

At the command prompt type the following commands to create a new content switching virtual server and verify the

configuration:

o add cs vserver <name> RADIUS <IP address> <port> -lomethod TOKEN -rule <rule>

o show cs vserver <name>

To configure an existing content switching virtual server, replace the above add cs vserver command with the set cs

vserver command, which takes the same arguments.

Example

o))
(o

Q
IO >»Q

b vserver radius_auth_vsl RADI US 192.168. 46. 33 1812

A A -1bmethod TOKEN -rul e CLI ENT. UDP. RADI US. USERNANVE
b vserver radius_acct_vsl RADI US 192.168. 46. 34 1813
A A A -1bmethod TOKEN -rul e CLI ENT. UDP. RADI US. USERNANVE
I'b vserver radius_auth_vsl RADIUS 192.168. 46. 33 1812
A'A A A -1bmethod TOKEN -rul e CLI ENT. UDP. RADI US. USERNAVE
set | b vserver radius_auth_vsl RADI US 192. 168. 46. 34 1813

A AAAA -Ibrethod TOKEN -rul e CLI ENT. UDP. RADI US. USERNANVE

>0 > >
p2)

>

To configure a load balancing or content switching virtual server by using the configuration utility

Navigate to Traffic Management > Load Balancing > Virtual Servers or navigate to Traffic Management > Content

Switching > Virtual Servers>>, and configure a virtual server.

Configuring Services

Updated: 2013-09-17

After configuring your virtual servers, you must next configure two services, one for each of the virtual servers that you

created. For instructions, see Configuring Services.

Note: Once configured, these services are in the DISABLED state until the NetScaler appliance can connect to your RADIUS

servera€™s authentication and accounting IPs and monitor their status.

Binding Virtual Servers to Services

After configuring your services, you must next bind each of the virtual servers that you created to the appropriate

service. For instructions, see Binding Services to the Virtual Server.

Configuring a Persistency Group for Radius

Updated: 2013-09-17

After binding your load balancing virtual servers to the corresponding services, you must set up your RADIUS load
balancing configuration to support persistence. To do so, you configure a load balancing persistency group that contains
your RADIUS load balancing virtual servers and services, and configure that load balancing persistency group to use

rule-based persistence. For instructions, see Configuring Persistence Groups.

citrix.com

312


http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-cs-wrapper-con-10/ns-cs-basicconfig-wrapper-con/ns-cs-basicconfig-enabling-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-setup-wrapper-con.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-persistence-wrapper-con/ns-lb-persistence-config-persistence-groups-tsk.html

Viewing Persistence Sessions

You can view the different persistence sessions that are in effect globally or for a particular virtual server.

Note: A NetScaler nCore appliance uses multiple CPU cores for packet handling. Every session on the appliance is owned by
a CPU core. If the appliance receives a request for which a session does not already exist, a session is created, and one of
the cores is designated as the owner of that session. Subsequent requests that belong to that session might not always arrive
at and be handled by the owner core. In that case, inter-core messaging ensures that the session information on the owner
core is always current. However, when a core receives a request that belongs to a persistence session owned by another
core, the inter-core messaging does not refresh the timeout value for the persistence session. Consequently, in the output of
successively executed show Ib persistentSessions commands, which display timeout values from owner cores only, the
timeout value for a persistence session might diminish to 0 (zero), even if the persistence session continues to be active.

To view a persistence session by using the command line interface

At the command prompt, to view all persistence sessions type:
show Ib persistentSessions [<vServer>]

Example

show | b persi st ent Sessi ons nyVserver

To view persistence sessions by using the configuration utility

Navigate to Traffic Management > Virtual server persistent sessions.
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Clearing Persistence Sessions
You might need to clear persistence sessions from the NetScaler if sessions fail to time out. You can do one of the following:

o Clear all sessions for all virtual servers at once.
o Clear all sessions for a given virtual server at once.
o Clear a particular session that is associated with a given virtual server.

Note: The functionality for clearing a particular session that is associated with a given virtual server is available only on
NetScaler 10.e.

To clear a persistence session by using the command line interface
At the command prompt, type the following commands to clear persistence sessions and verify the configuration:

o clear Ib persistentSessions [<vServer> [-persistenceParam <string>]]
o show persistentSessions <vSer ver >

Examples

Example 1 clears all persistence sessions for load balancing virtual server | bvi p1. Example 2 first displays the
persistence sessions for load balancing virtual server | bvi p1, clears the session with persistence parameter x| s, and
then displays the persistence sessions to verify that the session was cleared.

Example
> cl ear persistentSessions |bvipl
Done
> show persi st ent Sessi ons
Done
>
Example 2
> show per si stent Sessi ons | bvi pl
Type SRC- I P S PERSI| STENCE- PARAMVETER
RULE 0.0.0.0 xl's
RULE 0.0.0.0 t xt
RULE 0.0.0.0 ht m
Done
> cl ear persistent Sessions | bvipl -persistenceParam x| s
Done
> show persi st ent Sessi ons | bvi pl
Type SRC- I P S PERSI| STENCE- PARAMETER
RULE 0.0.0.0 S t xt
RULE 0.0.0.0 S ht m
Done
>

To clear persistence sessions by using the configuration utility

1. Navigate to Traffic Management > Clear Persistent Sessions.
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Overriding Persistence Settings for Overloaded Services

When a service is loaded or is otherwise unavailable, service to clients is degraded. To work around this situation, you
might have to configure the NetScaler appliance to temporarily forward to other services the requests that would
otherwise be included in the persistence session that is associated with the overloaded service. In other words, you
might have to override the persistence setting that is configured for the load balancing virtual server. You can achieve
this functionality by setting the skippersistency parameter. With the parameter set, when the virtual server receives new
connections for an overloaded service, the virtual server disregards any existing persistence sessions that are
associated with that service, until the service returns to a state at which it can accept requests. Persistence sessions
associated with other services are not affected. The functionality is available for only virtual servers whose type is ANY
or UDP.

In Branch Repeater load balancing configurations, you must also configure a load monitor and bind it to the service. The
monitor takes the service out of subsequent load balancing decisions until the load on the service is brought below the
configured threshold. For information about configuring a load monitor for your virtual server, see Understanding Load
Monitors.

You can configure the virtual server to perform one of the following actions with the requests that would otherwise form a part
of the persistence session:

o Send each request to one of the other services. The virtual server takes a load balancing decision and
sends each request to one of the other services on the basis of the configured load balancing method. If all
the services are overloaded, requests are dropped until a service becomes available.

Both wildcard and IP addresséa€“based virtual servers support this option. This action is appropriate for
all deployments, including deployments in which the virtual server is load balancing Branch Repeater
appliances or firewalls.

o Bypass the virtual server-service configuration. The virtual server does not take a load balancing
decision. Instead, it simply bridges each request through to a physical server on the basis of the destination
IP address in the request.

Only wildcard virtual servers of type ANY and UDP support the bypass option. Wildcard virtual servers
have a *: * IP and port combination. This action is appropriate for deployments in which you are using
the virtual server to load balance Branch Repeater appliances or firewalls. In these deployments, the
NetScaler appliance first forwards a request to a Branch Repeater appliance or firewall, and then
forwards the processed response to a physical server. If you configure the virtual server to bypass the
virtual servera€“service configuration for overloaded services, if a Branch Repeater appliance or firewall
gets overloaded, the virtual server bridges requests directly to their destination IP addresses until the
Branch Repeater appliance or firewall can accept requests.

To override persistence settings for overloaded services by using the
command line interface

At the command prompt, type the following commands to override persistence settings for overloaded services and
verify the configuration:

o set Ib vserver <name> -skippersistency <skippersistency>
o show Ib vserver <name>

Example

> set | b vserver nyl bvserver -skippersistency RelLb
Done

> show | b vserver nyl bvserver

nyl bvserver (*:*) - ANY Type: ADDRESS

Ski p Persi. siehcy: RelLb

Done
>

To override persistence settings for overloaded services by using the
configuration utility
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1. Navigate to Traffic Management > Load Balancing > Virtual Servers and select the virtual server of type UDP or ANY.
2. In the Advanced Settings pane, select Traffic Settings, and specify the type of Skip Persistency.
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Troubleshooting

The statistics from the NetScaler VPX appliance indicate that the appliance has reached the session persistence limit. As a
result, persistence sessions are failing. Is possible to increase the session persistence limit?

Cause: The NetScaler appliance has the system limit of 250,000 persistence session for a core.
Resolution: To resolve this issue, you can perform any of the following tasks:

o Reduce the time out value for persistence
o Increase the number of cores for the appliance

After configuring Cookie Insert persistence on the NetScaler appliance, the users report that the connections work fine for
some time, but then start getting disconnected. What best practice should | follow when configuring persistence?

Cause: By default, the time-out value for Cookie Insert persistence is 120 seconds.

Resolution: When you configure persistence for applications for which idle time cannot be determined, set the
Cookie Insert persistence time-out value to 0. With this setting, the connection does not time out.

After configuring an HTTP virtual server on the NetScaler appliance, | need to make sure that a user always connects to the
same server for the requested content, so | configured SourcelP persistence. Now, increasing the time-out value for
persistence introduces latency. How can | increase the timeout value without affecting performance?
Resolution: Consider using Cookie Insert persistence with the time-out value set to 0. This setting enables long-
duration persistence settings, because the appliance does not specify a time for expiring the cookie.

After configuring Cookie Insert persistence on the NetScaler appliance, it works as expected when clients from the same time
zone access the content. However, when a client from another time zone makes an attempt to connect, the connection is
immediately timed out.

Cause: Time based Cookie Insert persistence works as expected when a client from the same time zone makes
a connection. However, when the client machine and NetScaler appliance are in different time zones, the cookie
is not valid. For example, when a client in EST time zone sends a cookie at 11:00 AM EST to a NetScaler
appliance in the PST time zone, the appliance receives the cookie at 2:00 PM PST. As a result of the difference
in time, the cookie is not valid, and the connection is immediately timed-out.

Resolution: Set the time-out value for Cookie Insert persistence to 0.

A NetScaler appliance is used to load balance application servers, such as Oracle Weblogic server. To make sure that clients
get persistent connections to these servers, SourcelP persistence is configured. It works as expected when a connection is
made from a computer. However, when thin clients attempt a connection through a terminal server and, as a result, the
appliance receives requests from multiple clients from the same IP address (the terminal server IP address). Therefore, the
connections from all thin clients are directed to the same application server. Is it possible to configure persistency for request:
from individual thin clients based on the client IP address?

Cause: The NetScaler appliance receives requests from the terminal server and the source IP address of the
request remains the same. As a result, the appliance cannot distinguish among the requests received from the
thin clients and provide persistence according to the requests from thin clients.

Resolution: To avoid this problem, you can configure Rule persistence based on some unique parameter value
for each thin client.

The NetScaler appliance is used to load balance Web Interface servers. When accessing the servers, the user receives the
a€ceState Errora€e error message. Additionally, when one of the Web Interface servers is shut down or not available, some o
the users receive an error message.

Cause: Lack of persistence to the Web Interface servers can result in error messages when a user attempts to
connect to the server.

Resolution: Citrix recommends that you specify the Cookie Insert persistence method on the NetScaler
appliance when load balancing Web Interface servers.
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Customizing a Load Balancing Configuration

After you configure a basic load balancing setup, you can make a number of modifications to it so that it distributes load
exactly as you need. The load balancing feature is complex. You can modify the basic elements by changing the load
balancing algorithm, configuring load balancing groups and using them to create your load balancing configuration,
configuring persistent client-server connections, configuring the redirection mode, and assigning different weights to
different services that have different capacities.

The default load balancing algorithm on the NetScaler appliance is the least connection method, which configures the
appliance to send each incoming connection to the service that is currently handling the fewest connections. You can
specify different load balancing algorithms, each of which is suited to different conditions.

To accommodate applications such as shopping carts, which require that all requests from the same user be directed to
the same server, you can configure the appliance to maintain persistent connections between clients and servers. You
can also specify persistence for a group of virtual servers, causing the appliance to direct individual client requests to
the same service regardless of which virtual server in the group receives the client request.

You can enable and configure the redirection mode that the appliance uses when redirecting user requests, choosing
between IP-based and MAC-based forwarding. You can assign weights to different services, specifying what
percentage of incoming load should be directed to each service, so that you can include servers with different capacities
in the same load balancing setup without overloading the lower-capacity servers or allowing the higher-capacity servers
to sit idle.

This section includes the following details:

Customizing the Hash Algorithm for Persistence across Virtual Servers
Configuring the Redirection Mode

Configuring per-VLAN Wildcarded Virtual Servers

Assigning Weights to Services

Configuring the MySQL and Microsoft SQL Server Version Setting

O 00 OO
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Customizing the Hash Algorithm for Persistence across Virtual Servers

The NetScaler appliance uses hash-based algorithms for maintaining persistence across virtual servers. By default, the
hash-based load balancing method uses a hash value of the IP address and port number of the service. If a service is
made available at different ports on the same server, the algorithm generates different hash values. Therefore, different
load balancing virtual servers might send requests for the same application to different services, breaking the pseudo-
persistence.

As an alternative to using the port number to generate the hash value, you can specify a unique hash identifier for each
service. For a service, the same hash identifier value must be specified on all the virtual servers. If a physical server
serves more than one type of application, each application type should have a unique hash identifier.

The algorithm for computing the hash value for a service works as follows:

o By default, a global setting specifies the use of port number in a hash calculation.

o If you configure a hash identifier for a service, it is used, and the port number is not, regardless of the global
setting.

o If you do not configure a hash identifier, but change the default value of the global setting so that it does not
specify use of the port number, the hash value is based only on the IP address of the service.

o If you do not configure a hash identifier or change the default value of the global setting to use the port
number, the hash value is based on the IP address and the port number of the service.

You can also specify hash identifiers when using the NetScaler command line to bind services to a service group. In the
configuration utility, you can open a service group and add hash identifiers on the Members tab.

To change the use-port-number global setting by using the command line
interface

At the command prompt, type:

set |b parameter -usePortForHashLb (YES | NO)
Example

> set | b paraneter -usePortForHashLb NO

Done

>show | b paraneter

G obal LB paraneters:
Per si stence Cookie HitpOnly Flag: DI SABLED
Use port for hash LB: NO

Done

To change the use-port-number global setting by using the configuration
utility

1. Navigate to Traffic Managment > Load Balancing > Configure Load Balancing parameters.
2. Select or clear Use Port for Hash Based LB Methods.

To create a new service and specify a hash identifier for a service by using
the command line interface

At the command prompt, type the following commands to set the hash ID and verify the setting:
add service < name > (< ip > |< serverName >) < serviceType > < port > -hashld < positive_integer >
show service <name>

Example

> add service flbkng 10.101.10.1 http 80 -hashld 12345
Done
>show service flbkng

fl bkng (10.101.10.1:80) - HITP

State: DOMN

Last state change was at Thu Nov 4 10:14:52 2010

citrix.com 319



Time since last state change: 0 days, 00:00: 15.990
Server Nane: 10.101.10.1
Server ID: O Moni tor Threshold : O

Down state flush: ENABLED
Hash | d: 12345

1) Moni t or Name: tcp-default
State: DOW Weight: 1

Done

To specify a hash identifier for an existing service by using the command line
interface

Type the set service command, the name of the service, and -hashlID followed by the ID value.

To specify a hash identifier while adding a service group member

To specify a hash identifier for each member to be added to the group and verify the setting, at the command prompt,
type the following commands (Be sure to specify a unique hashlID for each member.):

bind servicegroup <serviceGroupName> <memberName> <port> -hashld <positive_integer>
show servicegroup <serviceGroupName>

Example
bi nd servicegroup http_svc_group 10.102.27.153 80 -hashld 2222222

>show servi cegroup SRV

SRV - HTTP
State: ENABLED Monitor Threshold : O
ag|
1) 1.1.1.1:80 State: DOW Server Nane: 1.1.1.1 Server 1D 123 Wig
Hash 1d: 32211
Moni t or Nane: tcp-default State: DOW
ag|
2) 2.2.2.2:80 State: DOMN Server Nanme: 2.2.2.2 Server ID: 123 Weig

Hash 1d: 12345
Moni t or Nane: tcp-defaul t State: DOMN
ag|
Done

To specify a hash identifier for a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services.
2. Create a new service, or open an existing service and specify the hash ID.

To specify a hash identifier for an already configured service group member
by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Service Groups.
2. Open a member and type a unique hash ID.
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Configuring the Redirection Mode

The redirection mode configures the method used by a virtual server to determine where to forward incoming traffic. The
NetScaler appliance supports the following redirection modes:

o IP-Based forwarding (the default)
o MAC-Based forwarding

You can configure MAC-Based forwarding on networks that use direct server return (DSR) topology, link load balancing,
or firewall load balancing. For more information on MAC-Based forwarding, see Networking.

To configure the redirection mode by using the command line interface

At the command prompt, type:
set Ib vserver <nane>@-m <RedirectionMode>

Example

set | b vserver Vserver-LB-1 -m MAC

To configure the redirection mode by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2. Open a virtual server and select the redirection mode.
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Configuring per-VLAN Wildcarded Virtual Servers

If you want to configure load balancing for traffic on a specific virtual local area network (VLAN), you can create a
wildcarded virtual server with a listen policy that restricts it to processing traffic only on the specified VLAN.

To configure a wildcarded virtual server that listens to a specific VLAN by
using the command line interface

At the command prompt, type the following commands to configure a wildcarded virtual server that listens to a specific
VLAN and verify the configuration:

o add Ib vserver <name> <serviceType> IPAddress * Port * -listenpolicy <expression> [-listenpriority
<positive_integer>]
o show vserver

Example
add | b vserver Vserver-LB-vlanl ANY -listenpolicy "CLIENT.VLAN. ID EQ(2)" -listenpriority 10
show vserver Vserver-LB-vlanl
To configure a wildcarded virtual server that listens to a specific VLAN by
using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.

2. Create a new virtual server or open an existing virtual server.

3. Specify a listen policy priority and expression.

After you have created this virtual server, you bind it to one or more services as described in Setting Up Basic Load
Balancing.
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Assigning Weights to Services

In a load balancing configuration, you assign weights to services to indicate the percentage of traffic that should be sent
to each service. Services with higher weights can handle more requests; services with lower weights can handle fewer
requests. Assigning weights to services allows the NetScaler appliance to determine how much traffic each load
balanced server can handle, and therefore more effectively balance load.

Note: If you use a load balancing method that supports weighting of services (for example, the round robin method), you can
assign a weight to the service.

The following table describes the load balancing methods that support weighting, and briefly describes the manner in
which weighting affects how a service is selected for each one.

Load Balancing Service Selection with Weights

Methods

Round Robin The virtual server prioritizes the queue of available services such that services with the
highest weights come to the front of the queue more frequently than those with the lowest
weights and receive proportionately more traffic. For a complete description, see The
Round Robin Method.

Least Connection The virtual server selects the service with the best combination of fewest active
transactions and highest weight. For a complete description, see The Least Connection
Method.

Least Response The virtual server selects the service with the best combination of fewest active

Time and Least transactions and fastest average response time. For a complete description, see The

Response Time Least Response Time Method.

Method using

Monitors

Least Bandwidth The virtual server selects the service with the best combination of least traffic and highest

bandwidth. For a complete description, see The Least Bandwidth Method.

Least Packets The virtual server selects the service with the best combination of fewest packets and
highest weight. For a complete description, see The Least Packets Method.

Custom Load The virtual server selects the service with the best combination of lowest load and
highest weight. For a complete description, see The Custom Load Method.

Hashing methods Weighting is not supported by these load balancing methods.
and Token
method

To configure a virtual server to assign weights to services by using the
command line interface

At the command prompt, type:
set |b vserver <name>@-weight <Value> <ServiceName>

Example

set | b vserver Vserver-LB-1 -weight 10 Service-HITP-1

To configure a virtual server to assign weights to services by using the
configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2. Open the virtual server, and then click in the Services section.
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3. In the weight column for the service, assign a weight to the service.
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Configuring the MySQL and Microsoft SQL Server Version Setting

You can specify the version of Microsoft"® SQL Server”® and the MySQL server for a load balancing virtual server that
is of type M5SQL and My SQL respectively. The version setting is recommended if you expect some clients to not be
running the same version as your MySQL or Microsoft SQL Server product. The version setting provides compatibility
between the client-side and server-side connections by ensuring that all communication conforms to the server's
version.

To set the Microsoft SQL Server version parameter by using the command
line interface

At the command prompt, type the following commands to set the Microsoft SQL Server version parameter for a load
balancing virtual server and verify the configuration:

o set Ib vserver <name> -mssqlServerVersion <mssqlServerVersion>
o show Ib vserver <name>

Example

> set | b vserver nyMsSQLvi p -nssql Server Versi on 2008R2

Done

> show I b vserver nyMSSQLvip
nyMSSQLvi p (190.0.2.12:1433) - MSSQL Type: ADDRESS
MBsql Server Version: 2008R2

Done

>

To set the MySQL Server version parameter by using the command line
interface

At the command prompt, type the following commands to set the MySQL Server version parameter for a load balancing
virtual server and verify the configuration:

o set Ib vserver <name> -mysqlServerVersion <string>
o show Ib vserver <name>

Example
> set | b vserver nysqgl svr -nysql serverversion 5.5.30
Done
> sh | b vserver nysql svr
nysql svr (2.22.2.222:3306) - MYSQ Type: ADDRESS

Mysql Server Version: 5.5.30

Done
>

To set the MySQL or Microsoft SQL Server version parameter by using the
configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2. Open a virtual server of type MySQL or MSSQL, and set the server version.
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Configuring Diameter Load Balancing

The Diameter protocol is a next generation Authentication, Authorization, and Accounting (AAA) signaling protocol used
mainly on mobile devices such as laptops and mobile phones. It is a peer-to-peer protocol, as opposed to the traditional
client-server model used by most other protocols. However, in most Diameter deployments, the clients originates the
request and the server responds to the request.

When Diameter messages are exchanged, the Diameter server usually does much more processing than does the
Diameter client. With the increase in control plane signaling volume, the Diameter server becomes a bottleneck.
Therefore, Diameter messages must be load balanced to multiple servers. A virtual server performing load balancing of
Diameter messages provides the following benefits:

Lighter load on Diameter servers, which translates to faster response time to end users.
Server health monitoring and better failover capabilities.

Better scalability in terms of server addition without changing client configuration.

High availability.

SSL-Diameter offloading.
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The following figure shows a Diameter system in a NetScaler deployment:
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A Diameter system has the following components:

VN

o Diameter client. Supports Diameter client applications in addition to the base protocol. Diameter clients are
often implemented in devices situated at the edge of a network and provide access control services for that
network. Typical examples of Diameter clients are a Network Access Server (NAS) and the Mobile IP
Foreign Agent (FA).

o Diameter agent. Provides relay, proxy, redirect, or translation services. The NetScaler appliance
(configured with a Diameter load balancing virtual server) plays the role of a Diameter agent.

o Diameter server. Handles the authentication, authorization, and accounting requests for a particular realm.
A Diameter server must support Diameter server applications in addition to the base protocol.

In a typical Diameter topology, when an end-user device (such as a mobile phone) needs a service, it sends a request
to a Diameter client. Each Diameter client establishes a single connection (TCP connectiond€”SCTP is not yet
supported) with a Diameter server as specified by the Diameter base-protocol RFC 6733. The connection is long-lived
and all messages between the two Diameter nodes (client and server) are exchanged over this connection. The
NetScaler uses message based load balancing .

Example

A mobile service provider uses Diameter for its billing system. When a subscriber uses a prepaid number, the Diameter
client repeatedly sends requests to the server to check the available balance. The Diameter protocol establishes a
connection between the client and the server, and all requests are exchanged over that connection. Connection based
load balancing would be pointless, because there is only one connection. However, with the large number of messages
on the connection, message based load balancing expedites the process of billing the prepaid mobile subscriber.

How Diameter Load Balancing Works

A Diameter client opens a connection to the NetScaler appliance and sends a Diameter capability exchange (CER)
message. Diameter messages are composed of command codes and each command has a set of Attribute-Value Pairs
(AVPSs), such as Origin-Host and Host-IP-Address.

The NetScaler selects a Diameter server, opens a connection to the server, and forwards the CER message to the
server. The server reads the client identity and determines that it is directly connected to the client.
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The Diameter server prepares the Diameter handshake reply and sends it to the NetScaler appliance. The appliance
modifies the handshake and inserts its own identity. At this point, the Diameter client determines that it is directly
connected to the NetScaler (the agent).

Note: Until the Diameter handshake is complete, all Diameter request messages from the client are queued on the selected
server. The packets are forwarded to the server when the handshake is complete.

Load Balancing Diameter Traffic

When a client sends a request to the NetScaler appliance, the appliance parses the request and contextually load
balances it to a Diameter server on the basis of a persist AVP. The NetScaler has advertised the client identity to the
server, so it does not add route entries, because the server is expecting messages directly from client.

Server initiated requests are not as frequent as client requests. Server initiated requests are similar to client initiated
requests, except:

o Since messages are received from multiple servers, the NetScaler maintains the transaction state by adding
a unique Hop by Hop (HbyH) number to each forwarded request message. When the message response
arrives (with same HbyH number), the appliance translates this HbyH number to the HbyH number that was
received on the server when the request arrived.

o NetScaler adds a route entry by putting its identity, because the client sees the NetScaler as a relay agent.

Note: If a Diameter message spans more than one packet, the NetScaler accumulates the packets in an incomplete header
gueue and forwards them to the server when the full message is accumulated. Similarly, if a single packet contains more thar
one Diameter message, the NetScaler splits the packet and forwards the messages to servers as determined by the load
balancing virtual server.

Disconnecting a Session

A Disconnect Peer Request (DPR) indicates the peer's intention of closing the connection, with the reason for closing
the connection. The peer replies with a DPA (TCP always provides successful DPA).

o When the NetScaler receives a DPR from the client, it broadcasts the DPR to all servers and immediately
replies with a DPA to the client. The servers reply with DPAs, but the NetScaler ignores them. The client
sends a FIN, which the NetScaler broadcasts to all servers.

o When the NetScaler receives a DPR from the server, it replies with a DPA to that server alone, and does noi
remove the server from the reuse pool. When the server sends a FIN, the NetScaler replies with FIN/ACK
and removes connections from the reuse pool.

o If the NetScaler receives a FIN from the client, it sends the client a FIN/ACK, broadcasts the FIN, and
immediately removes the server connection from the reuse pool.

o If the NetScaler receives a FIN from the server, it sends a FIN/ACK and removes it from reuse pool. Any
new message for this server is sent on a new connection.

Configuring Load Balancing for Diameter Traffic

Updated: 2013-11-12

To configure the NetScaler appliance to load balance Diameter traffic, you must first set the Diameter parameters on the
appliance, then add the Diameter monitor, add the Diameter services, bind the services to the monitor, add the Diameter loac
balancing virtual server, and bind the services to the virtual server.

To configure load balancing for Diameter traffic by using the command line interface
1. Configure the Diameter parameters.

set ns diameter -identity <string> -realm <string> -serverClosePropagation <YES|NO>
Example

set ns dianmeter -identity nydomain.org -realmorg -serverC osePropagation YES

2. Add a Diameter monitor.

add Ib monitor <monitorName> DI AMETER -originHost <string> -originRealm <string>
Example

add |I'b nonitor dianeter_non DI AVETER -ori gi nHost mnydonain. org -origi nReal morg

3. Create the Diameter services.
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add service <name>@x<I| P>@DI AVETER <port>

Example

add service dianeter_svcO 10.102.82.86 DI AVMETER 3868
add service dianeter_svcl 10.102.82.87 DI AVMETER 3868

add service dianeter_svc2 10.102. 82.88 DI AMETER 3868
add service dianeter_svc3 10.102. 82.89 DI AMETER 3868

4. Bind the Diameter services to the Diameter monitor.

bind service <nane>@monitorName <monitorName>

-Example

bi nd service diameter_svcO -nonitorNanme di aneter_non
bi nd service diameter_svcl -nonitorNanme di aneter_non

bi nd service diameter_svc2 -nonitorNanme di aneter_non
bi nd service di aneter_svc3 -nonitorNanme di aneter_non

5. Add a Diameter load balancing virtual server with Diameter persistence.

add Ib vserver <nanme>@D| AVETER <IPAddress> <port> -persistenceType DI AVETER -persistAVPno
<positive_integer>

Example

add | b vserver dianeter_vs D AMETER 10. 102. 112. 152 3868 - persi stenceType DI AMETER - per s
6. Bind the Diameter services to the Diameter load balancing virtual server.

bind |b vserver <nanme>@<serviceName>
Example

bind Ib vserver dianeter_vs dianeter_svcO
bind I b vserver dianeter_vs dianeter_svcl
bind I b vserver dianeter_vs di aneter_svc2
bind I'b vserver dianeter_vs dianeter_svc3

7. Save the configuration.

save ns config
Note: You can also configure load balancing of Diameter traffic over SSL by using the SSL_DIAMETER service type.

To configure load balancing for Diameter traffic by using the configuration utility

1. Navigate to System > Settings > Change Diameter Parameters and set the diameter parameters.

2. Navigate to Traffic Management > Load Balancing > Virtual Servers, and create a load balancing virtual server of type
Diameter.

Create a service of type Diameter.

Create a monitor of type Diameter. In Special parameters, set the origin host and origin realm.

Bind the monitor to the service, and bind the service to the Diameter virtual server.

In Advanced Settings, click Persistence, specify Diameter and enter a persistence AVP number.

Click Save, and click Done.

No oMW
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Protecting a Load Balancing Configuration against Failure

When a load balancing virtual server fails, or when the virtual server is unable to handle excessive traffic, the load
balancing setup can fail. You can protect your load balancing setup against failure by configuring the NetScaler
appliance to redirect excess traffic to an alternate URL, configuring a backup load balancing virtual server, and
configuring stateful connection failover.

To protect a load balancing configuration against failure, see the following sections:

o Redirecting Client Requests to an Alternate URL
o Configuring a Backup Load Balancing Virtual Server
o Configuring Spillover

o Connection Failover

o Flushing the Surge Queue
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Redirecting Client Requests to an Alternate URL

In the event that a load balancing virtual server of type HTTP or type HTTPS goes DOWN or is disabled, you can
redirect requests to an alternate URL by using an HTTP 302 redirect. The alternate URL can provide information about
the status of the server.

You can redirect to a page on the local server or a remote server. You can redirect to a relative URL or an absolute
URL. If you configure a redirect to a relative URL consisting of a domain name with no path, the NetScaler appliance
appends the path of the incoming URL to the domain. If you use an absolute URL, the HTTP redirect is sent to that URL
with no modification.

Note: If a load balancing virtual server is configured with both a backup virtual server and a redirect URL, the backup virtual
server takes precedence over the redirect URL. A redirect is used only when both the primary and backup virtual servers are
DOWN.

To configure a virtual server to redirect the client request to a URL by using
the command line interface

At the command prompt, type:
set Ib vserver <vServerName> -redirectURL <URLValue>

Example

set | b vserver Vserver-LB-1 -redirectURL http://ww. newdonmai n. com nysit e/ mai nt enance

To configure a virtual server to redirect the client request to a URL by using
the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open the virtual server.
2. In Advanced Settings, click Protection, and specify a redirect URL.
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Configuring a Backup Load Balancing Virtual Server

You can configure the NetScaler appliance to direct requests to a backup virtual server in the event that the primary
load balancing virtual server is DOWN or unavailable. The backup virtual server is a proxy and is transparent to the
client. The appliance can also send a notification message to the client regarding the site outage.

You can configure a backup load balancing virtual server when you create it, or you can change the optional parameters
of an existing virtual server. You can also configure a backup virtual server for an existing backup virtual server, thus
creating cascading backup virtual servers. The maximum depth of cascading backup virtual servers is 10.

If you have multiple virtual servers that connect to two servers, you have a choice for what happens if the primary virtual
server goes DOWN and then comes back up. The default behavior is for the primary virtual server to resume its role as
primary. However, you may want to configure the backup virtual server to remain in control in the event that it takes
over. For example, you may want to sync updates on the backup virtual server to the primary virtual server and then
manually force the original primary server to resume its role. In this case, you can designate the backup virtual server to
remain in control in the event that the primary virtual server goes DOWN and then comes back up.

You can configure a redirect URL on the primary load balancing virtual server as a fallback for when both the primary
and the backup virtual servers are DOWN or have reached their threshold for handling requests. When services bound
to virtual servers are OUT OF SERVICE, the appliance uses the redirect URL.

Note: If a load balancing virtual server is configured with both a backup virtual server and a redirect URL, the backup virtual

server takes precedence over the redirect URL. A redirect is used only when the primary and backup virtual servers are
down.

To set a backup virtual server by using the command line interface

At the command prompt, type:
set Ib vserver <vServerName> -backupVserver <BackupVServerName> [-disablePrimaryOnDown]

Example

set | b vserver Vserver-LB-1 -backupVserver Vserver-LB-2 -disabl ePri maryOnDown

To set a backup virtual server by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open the virtual server.
2. In Advanced Settings, click Protection, and select a backup virtual server.

3. If you want the backup virtual server to remain in control until you manually enable the primary virtual server even if

the primary virtual server comes back up, select Disable Primary When Down.
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Configuring Spillover

A spillover configuration on the appliance consists of a primary virtual server that is configured with a spillover method, a
spillover threshold, and a backup virtual server. Backup virtual servers can also be configured for spillover, creating a
chain of backup virtual servers.

The spillover method specifies the operational condition on which you want to base your spillover configuration (for
example, the number of established connections, bandwidth, or combined health of the server farm). When a new
connection arrives, the appliance verifies that the primary virtual server is up and compares the operational condition
with the configured spillover threshold. If the threshold is reached, the spillover feature diverts new connections to the
first available virtual server in the backup chain. The backup virtual server manages the connections it receives until the
load on the primary falls below the threshold.

If you configure spillover persistence, the backup virtual server continues to process the connections it received, even

after the load on the primary falls below the threshold. If you configure spillover persistence and a spillover persistence
timeout, the backup virtual server processes connections for only the specified period of time after the load on the

primary falls below the threshold.

Note: In most cases, spillover is triggered if the value associated with the spillover method exceeds the threshold (for
example, number of connections). Keep in mind, however, that with the server-health spillover method, spillover is triggered i
the health of the server farm falls below the threshold.

You can configure spillover in one of the following ways:

o Specify a predefined spillover method. Four predefined methods are available, and they fulfill common
spillover requirements.

o Configure policy based spillover. In policy based spillover, you use a NetScaler rule to specify the conditions
that should be met for spillover to occur. NetScaler rules give you the flexibility to configure spillover for
various operational conditions.

Use policy based spillover if a predefined method does not satisfy your requirements. If you configure both for a primary
virtual server, the policy based spillover configuration takes precedence over the predefined method.

First, you create the primary virtual server and the virtual servers that you need for the backup chain. You set up the
backup chain by specifying one virtual server as the backup for the primary (that is, you create a secondary virtual
server), a virtual server as the backup for the secondary (that is, you create a tertiary virtual server), and so on. Then,
you configure spillover by either specifying a predefined spillover method or creating and binding spillover policies.

For instructions for assigning a virtual server as the backup for another virtual server, see Configuring a Backup Load
Balancing Virtual Server.

Configuring a Predefined Spillover Method
Updated: 2013-09-02

Predefined spillover methods fulfill some of the more common spillover requirements. To use one of the predefined
spillover methods, you configure spillover parameters on the primary virtual server. To create a chain of backup virtual
servers, you also configure spillover parameters on backup virtual servers.

If the backup virtual servers reach their own threshold values, and the service type is TCP, the NetScaler appliance
sends clients a TCP reset. For service types HTTP, SSL, and RTSP , it diverts new requests to the redirect URL
configured for the primary virtual server. A redirect URL can be specified for only HTTP, SSL, and RTSP virtual servers.

If a redirect URL is not configured, the NetScaler appliance sends clients a TCP reset (if the virtual server is of type
TCP) or an HTTP 503 response (if the virtual server is of type HTTP or SSL).

Note: With RTSP virtual servers, the NetScaler appliance uses only data connections for spillover. If the backup RTSP virtual
server is not available, the requests are redirected to an RTSP URL and an RTSP redirect message is sent to the client.

To configure a predefined spillover method for a virtual server by using the command line interface
At the command prompt, type:

set Ib vserver <vServerName> -soMethod <spillOverType> -soThreshold <positivelnteger> -soPersistence ENABLED -
soPersistenceTimeout <positivelnteger>

Example

set | b vserver Vserver-LB-1 -soMethod Connection -soThreshold 1000 -soPersi stence enabled -s

To configure a predefined spillover method for a virtual server by using the configuration utility
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1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open the virtual server.
2. In Advanced Settings, click Protection, and set the spillover parameters.

Configuring Policy Based Spillover

Updated: 2013-09-02

Spillover policies, which are based on rules (expressions), enable you to configure the appliance for a wider range of
spillover scenarios. For example, you can configure spillover on the basis of the virtual serveré€™s response time, or
on the basis of number of connections in the virtual server&€™s surge queue.

To configure policy based spillover, first create a spillover action. You then select the expression that you want to use in
the spillover policy , configure the policy, and associate the action with it. Finally, you bind the spillover policy to a load
balancing, content switching, or global server load balancing virtual server. You can bind multiple spillover policies to a
virtual server, with priority numbers. The appliance evaluates the spillover policies in ascending order of priority
numbers and performs the action associated with the last policy to evaluate to TRUE.

A virtual server can also have a backup action. The backup action is performed if the virtual server does not have one or
more backup virtual servers, or if all of the backup virtual servers are DOWN, disabled, or have reached their own
spillover limits.

When a spillover policy results in an UNDEF condition (an exception thrown when the result of policy evaluation is
undefined), an UNDEF action is performed. The UNDEF action is always ACCEPT. You cannot specify an UNDEF
action of your choice.

Configuring a Spillover Action

Updated: 2013-09-13

A spillover action is performed when the spillover policy with which it is associated evaluates to TRUE. Currently,
SPILLOVER is the only supported spillover action.

To configure policy based spillover by using the command line interface

At the command prompt, type the following commands to configure a spillover policy and verify the configuration:

o add spillover action <name> -action SPILLOVER
o show spillover action <name>

Example

> add spillover action nmySoAction -action SPILLOVER

Done

> show spillover action mySoAction

1) Nanme: nySoAction Action: SPILLOVER
Done

>

Selecting an Expression for the Spillover Policy
Updated: 2013-09-02

In the policy expression, you can use any virtual-server based expression that returns a Boolean value. For example,
you could use one of the following expressions:

SYS. VSERVER("vserver") . RESPTI ME. GT( <i nt >), SYS. VSERVER("vserver") . STATE. EQ a€oxstri ng>a€e)
, and SYS. VSERVER( "vserver"). THROUGHPUT. LT( <i nt >).

In addition to the existing functions such as RESPTIME, STATE, and THROUGHPUT, you can use the following virtual
server based functions that have been introduced with this feature:

Aver agesur gecount
Returns the average number of requests in the surge queues of active services. Returns 0 (zero) if there are no active
services. Raises an UNDEF condition if used with a content switching or global server load balancing virtual server.
Activeservices
Returns the number of active services. Raises an UNDEF condition if used with a content switching or global server
load balancing virtual server.
Acti vetransactions
Returns the value of the virtual-server-level counter for current active transactions.
is_dynamic_limt_reached
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Returns a Boolean TRUE if the number of connections being managed by the virtual server equals the
dynamically calculated threshold. The dynamic threshold is the sum of the maximum client (Max Clients) settings
of the bound services that are UP.

You can use a policy expression to implement any of the predefined spillover methods. The following table maps the
predefined spillover methods to the expressions you can use to implement them:
Table 1. Converting predefined spillover methods to policy expressions

Predefined spillover Corresponding expression
method

CONNECTION SYS. VSERVER(\ " <vserver - name>\") . CONNECTI ONS, used with the GT(i nt) arithmetic
function.

BANDWIDTH SYS. VSERVER(\ "<vserver - name>\") . THROUGHPUT, used with the GT(i nt) arithmetic
function.

HEALTH SYS. VSERVER(\ " <vserver - name>\") . HEALTH, used with the LT(i nt) arithmetic
function.

DYNAMICCONNECTION SYS. VSERVER(\ "<vserver-nanme>\").|S_DYNAM C LI M T_REACHED
Note: If you implement policy based spillover by using the | S_ DYNAM C_LI M T_REACHED
function, you must also configure the predefined DYNAMICCONNECTION method for the
virtual server, so that statistics required for spillover to work are collected.

Configuring a Spillover Policy

Updated: 2013-09-13

A spillover policy uses a Boolean expression as a rule to specify the conditions that must be met for spillover to occur.
To configure a spillover policy by using the command line interface

At the command prompt, type the following commands to configure a spillover policy and verify the configuration:

o add spillover policy <name> -rule <expression> -action <string> [-comment <string>]
o show spillover policy <name>

Example

> add spillover policy nySoPolicy -rule SYS VSERVER("v1").RESPTI ME. GT(50) -action mySoAction
Done
> show spillover policy mySoPolicy
1) Name: nmySoPol i cy Rul e:  "SYS. VSERVER(\"v1\").RESPTI ME. GT(50)" Action: nmnyS
Comment: "Triggers spillover when the vserver\'s response tine is greater than 50 n
Done
>

Binding a Spillover Policy to a Virtual Server
Updated: 2013-09-13

You can bind a spillover policy to load balancing, content switching, or global server load balancing virtual servers). You
can bind multiple policies to a virtual server, with Goto expressions controlling the flow of evaluation.

To bind a spillover policy to a virtual server by using the command line interface

At the command prompt, type the following commands to bind a spillover policy to a load balancing, content switching,
or global server load balancing virtual server and verify the configuration:

o bind (Ib | cs | gslb) vserver <name> -policyName <string> -priority <positive_integer> [-
gotoPriorityExpression <expression>]
o show (Ib | cs | gslb) vserver <name>

Example
> bind I'b vserver vserverl -policyNanme nySoPolicy -priority 5
Done

> show | b vserver vserverl
vserverl (2.2.2.12:80) - HITP Type: ADDRESS

citrix.com 334



1) Spill over Policy Name: mySoPolicy Priority: 5
CotoPriority Expression: END
Fl owt ype: REQUEST
Done
>

Configuring a Backup Action for a Spillover Event
Updated: 2013-09-02

A backup action specifies what to do in the event that the spillover threshold is reached but one or more backup virtual
serves are either not configured or are down, disabled, or have reached their own thresholds.

Note: For the predefined spillover methods that are configured directly on the virtual server (as values of the Spillover Methoc
parameter), the backup action is not configurable. By default, the appliance sends clients a TCP reset (if the virtual server is
of type TCP) or an HTTP 503 response (if the virtual server is of type HTTP or SSL).

The backup action is configured on the virtual server. You can configure the virtual server to accept requests (after the
threshold specified by the policy is reached), redirect clients to a URL, or simply drop requests until the number of
requests falls below the threshold.

To configure a backup action for spillover by using the command line interface

At the command prompt, type the following commands to configure a backup action and verify the configuration:

o set Ib vserver <name> -soBackupAction <soBackupAction>
o show Ib vserver <name>

Example
> set | b vserver vsl -soBackupAction REDI RECT -redirectURL http://ww. nmysite.conl mai ntenance
Done
> show | b vserver vsl
vsl (10.102.29.76:80) - HITP Type: ADDRESS
State: UP
hedi .rect URL: http://ww. nysite.conl nai nt enance

Done
>

To configure a backup action for spillover by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open the virtual server.
2. In Advanced Settings, click Protection, and then specify a spillover backup action.
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Connection Failover

Connection failover helps prevent disruption of access to applications deployed in a distributed environment. In a
NetScaler High Availability (HA) setup, connection failover (or connection mirroring-CM) refers to keeping active an
established TCP or UDP connection when a failover occurs. The new primary NetScaler appliance has information
about the connections established before the failover and continues to serve those connections. After failover, the client
remains connected to the same physical server. The new primary appliance synchronizes the information with the new
secondary appliance by using the SSF framework. If the L2Conn parameter is set, Layer 2 connection parameters are
also synchronized with the secondary.

You can set up connection failover in either stateless or stateful mode. In the stateless connection failover mode, the HA
nodes do not exchange any information about the connections that are failed over. This method has no runtime
overhead.

In the stateful connection failover mode, the primary appliance synchronizes the data of the failed-over connections with
the new secondary appliance.

How Connection Failover Works on NetScaler Appliances

In stateless connection failover, the new primary appliance tries to re-create the packet flow according to the information
contained in the packets it receives.

In stateful failover, to maintain current information about the mirrored connections, the primary appliance sends
messages to the secondary appliance. The secondary appliance maintains the data related to the packets but uses it
only in the event of a failover. If a failover occurs, the new primary (old secondary) appliance starts using the stored
data about the mirrored connections and accepting traffic. During the transition period, the client and server may
experience a brief disruption and retransmissions.

Note:

Verify that the primary appliance is able to authorize itself on the secondary appliance. To verify correct configuration of
the passwords, use the show rpcnode command from command line or use the RPC option of the Network menu from
the configuration utility.

A basic HA configuration with connection failover contains the entities shown in the following figure.
Figure 1. Connection Failover Entity Diagram

Connection Failover

Primary NetScaler Secondary NetScaler
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Service-TCP-11 Service-TCP-12 Service-TCP-11 Service-TCP-12
10.102.29.3 10.102.29.8 10.102.29.3 10.102.29.8

Supported Setup

Connection failover can be configured only on load balancing virtual servers. It cannot be configured on content-
switching virtual servers.

The following table describes the setup supported for connection failover.
Table 1. Connection Failover - Supported Setup

Setting Stateless Stateful
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ANY.

Service ANY, UDP, TCP, FTP, SSL_BRIDGE.
type
Load All methods supported All methods applicable to the supported service types.
balancing for the service type
methods ANY.
However, if Source IP
persistence is not set,
the
SRCIPSRCPORTHASH
method must be used.
SOURCEIP persistence.
Persistence All types applicable to the supported service types are
types supported.
Must be ON.
USIP No restriction.
It can be ON or OFF.
Service can be bound to Service can be bound to one or more virtual servers.
Service only one virtual server.
bindings
IPv4 and IPv6 IPV4
Internet
Protocol
(IP)
versions
Clustering and high High availability
Redundancy availability
support

Features Affected by Connection Failover

The following table lists the features affected if connection failover is configured.
Table 2. How Connection Failover Affects NetScaler Features

Impact of Connection Failover

For any connection, if a failover occurs after the NetScaler issues SYN-ACK but before it
receives the final ACK, the connection is not supported by connection failover. The client
must reissue the request to establish the connection.

SYN protection

If the failover occurs before a connection with the server is established, the new primary
NetScaler tries to establish the connection with the server. It also retransmits all the
packets held in the course of surge protection.

Surge protection

Access down If enabled, the access-down functionality takes precedence over connection failover.

Application The Application Firewall feature is not supported.
Firewalla, ¢
INC Independent network configuration is not supported in the high availability (HA) mode.

TCP buffering TCP buffering is not compatible with connection mirroring.
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Close on After failover, the NATPCBs may not be closed on response.
response

IPv6 virtual Not yet supported.
servers

To configure connection failover by using the configuration utility, navigate to Traffic Management > Load Balancing >
Virtual Servers. Open the virtual server, and in Advanced Settings click Protection, and select Connection Failover as
Stateful.

To configure connection failover by using the command line interface, enter the following command:

set | b vserver <vServerNane> -connFail over <Val ue>

Example

set | b vserver Vserver-LB-1 -connFail over stateful

When connection failover is disabled on a virtual server, the resources allocated to the virtual server are freed.

To disable connection failover by using the configuration utility, navigate to Traffic Management > Load Balancing >
Virtual Servers. Open the virtual server, under Protection, select Connection Failover as Disabled.

To disable connection failover by using the command line interface, enter the following command:
set | b vserver <vServerNane> -connFail over <Val ue>
Example

set | b vserver Vserver-LB-1 -connFail over disable
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Flushing the Surge Queue

When a physical server receives a surge of requests, it becomes slow to respond to the clients that are currently connected
to it, which leaves users dissatisfied and disgruntled. Often, the overload also causes clients to receive error pages. To avoid
such overloads, the NetScaler appliance provides features such as surge protection, which controls the rate at which new
connections to a service can be established.

The appliance does connection multiplexing between clients and physical servers. When it receives a client request to
access a service on a server, the appliance looks for an already established connection to the server that is free. If it
finds a free connection, it uses that connection to establish a virtual link between the client and the server. If it does not
find an existing free connection, the appliance establishes a new connection with the server, and establishes a virtual
link between client and the server. However, if the appliance cannot establish a new connection with the server, it sends
the client request to a surge queue. If all the physical servers bound to the load balancing or content switching virtual
server reach the upper limit on client connections (max client value, surge protection threshold or maximum capacity of
the service), the appliance cannot establish a connection with any server. The surge protection feature uses the surge
gueue to regulate the speed at which connections are opened with the physical servers. The appliance maintains a
different surge queue for each service bound to the virtual server.

The length of a surge queue increases whenever a request comes for which the appliance cannot establish a
connection, and the length decreases whenever a request in the queue gets sent to the server or a request gets timed
out and is removed from the queue.

If the surge queue for a service or service group becomes too long, you may want to flush it. You can flush the surge
gueue of a specific service or service group, or of all the services and service groups bound to a load balancing virtual
server. Flushing a surge queue does not affect the existing connections. Only the requests present in the surge queue
get deleted. For those requests, the client has to make a fresh request.

You can also flush the surge queue of a content switching virtual server. If a content switching virtual server forwards
some requests to a particular load balancing virtual server, and the load balancing virtual server also receives some
other requests, when you flush the surge queue of the content switching virtual server, only the requests received from
this content switching virtual server are flushed; the other requests in the surge queue of the load balancing virtual
server are not flushed.

Note: You cannot flush the surge queues of cache redirection, authentication, VPN or GSLB virtual servers or GSLB services
Note: Do not use the Surge Protection feature if Use Source IP (USIP) is enabled.

To flush a surge queue by using the command line interface

The flush ns surgeQ command works in the following manner:

o You can specify the name of a service, service group, or virtual server whose surge queue has to be
flushed.

o If you specify a name while executing the command, surge queue of the specified entity will be flushed. If
more than one entity has the same name, the appliance flushes surge queues of all those entities.

o If you specify the name of a service group, and a server name and port while executing the command, the
appliance flushes the surge queue of only the specified service group member.

o You cannot directly specify a service group member (<serverName> and <port>) without specifying the
name of the service group (<name>) and you cannot specify <port> without a <serverName>. Specify the
<serverName> and <port> if you want to flush the surge queue for a specific service group member.

o If you execute the command without specifying any names, the appliance flushes the surge queues of all the
entities present on the appliance.

o If a service group member is identified with a server name, you must specify the server name in this
command; you cannot specify its IP address.

At the command prompt, type:
flush ns surgeQ [-name <name>] [-serverName <serverName> <port>]

Examples

1.
flush ns surgeQ a€“nane SVCLANZGB a€“server Nane 10.10.10.1 80

The above command flushes the surge queue of the service or virtual server that is naned SVC
2

fiush ns surgeQ
The above command flushes all the surge queues on the appliance.

To flush a surge queue by using the configuration utility
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Navigate to Traffic Management > Content Switching > Virtual Servers, select a virtual server and, in the Action list,
select Flush Surge Queue.
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Managing a Load Balancing Setup

An existing Load Balancing setup does not require a great deal of work to maintain as long as it is unchanged, but most
do not remain unchanged for long. Increasing load requires new load-balanced servers and eventually new NetScaler
appliances, which must be configured and added to the existing setup. Old servers wear out and need to be replaced,
requiring removal of some servers and addition of others. Upgrades to your networking equipment or changes to
topology may also require modifications to your load balancing setup. Therefore, you will need to perform operations on
server objects, services, and virtual servers. The Visualizer can display your configuration graphically, and you can
perform operations on the entities in the display. You can also take advantage of a number of other features that
facilitate management of the traffic through your load balancing setup.

This section includes the following details:
o Managing Server Objects

o Managing Services
o Managing a Load Balancing Virtual Server
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Managing Server Objects

During basic load balancing setup, when you create a service, a server object with the IP address of the service is
created, if one does not already exist. If you prefer for your service objects named with domain names rather than IP
addresses, you might also have created one or more server objects manually. You can enable, disable, or remove any
server object.

When you enable or disable a server object, you enable or disable all services associated with the server object. When
you refresh the NetScaler appliance after disabling a server object, the state of its service appears as OUT OF
SERVICE. If you specify a wait time when disabling a server object, the server object continues to handle established

connections for the specified amount of time, but rejects new connections. If you remove a server object, the service to
which it is bound is also deleted.

To enable a server by using the command line interface

At the command prompt, type:
enable server <nane>@

Example
enabl e server 10.102.29.5

To enable or disable a server object by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Servers.
2. Select the server and, in the Action list, select Enable or Disable.

To disable a server object by using the command line interface

At the command prompt, type:
disable server <nane>@<delay>

Example
di sabl e server 10.102.29.5 30
To remove a server object by using the command line interface

At the command prompt, type:
rm server <nane>@

Example

rmserver 10.102.29.5

To remove a server object by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Servers.
2. Select a server, and click Remove.
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Managing Services

Services are enabled by default when you create them. You can disable or enable each service individually. When
disabling a service, you normally specify a wait time during which the service continues to handle established
connections, but rejects new ones, before shutting down. If you do not specify a wait time, the service shuts down
immediately. During the wait time, the serviced€™s state is OUT OF SERVICE.

You can remove a service when it is no longer used. When you remove a service, it is unbound from its virtual server
and deleted from the NetScaler configuration.

To enable or disable a service by using the command line interface
At the command prompt, type:

o enable service <nane>
o disable service <nane>@ <Del ayl nSeconds>

Examples

enabl e service Service-HITP-1
di sabl e service Service-HTTP-1 30

To enable or disable a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services.
2. Open a service and, in the Action list, select Enable or Disable.
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Managing a Load Balancing Virtual Server

Virtual servers are enabled by default when you create them. You can disable and enable virtual servers manually. If
you disable a virtual server, the virtual servera€™s state appears as OUT OF SERVICE. When this happens, the virtual
server terminates all connections, either immediately or after allowing existing connections to complete, depending on
the setting of the downStateFLush parameter. If downStateFLush is ENABLED (default), all the connections are
flushed. If DISABLED, the virtual server continues to serve requests on existing connections.

You remove a virtual server only when you no longer require the virtual server. Before you remove it, you must unbind
all services from it.

To enable or disable a virtual server by using the command line interface

At the command prompt, type:

o enable Ib vserver <name>@
o disable Ib vserver
SYNOPSIS

disable Ib vserver <name>

Examples

enable | b vserver Vserver-LB-1
di sable I b vserver Vserver-LB-1

To enable or disable a virtual server by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2. Select a virtual server, and in the Action list, select Enable or Disable.

To unbind a service from a virtual server by using the command line interface

At the command prompt, type:
unbind Ib vserver <nanme>@<serviceName>

Example

unbind | b vserver Vserver-LB-1 Service-HITP-1

To unbind a service from a virtual server by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2. Open a virtual server, and click in the Services section.
3. Select a service and click Unbind.

citrix.com 344



The Load Balancing Visualizer

The Load Balancing Visualizer is a tool that you can use to view and modify the load balancing configuration in
graphical format. Following is an example of the Visualizer display

Figure 1. Load Balancing Visualizer Display
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You can use the visualizer to view the following:

The services and service groups that are bound to a virtual server.

The monitors that are bound to each service.

The policies that are bound to the virtual server.

The policy labels, if configured.

Configuration details of any displayed element.

Load balancing virtual server statistics.

Statistical information such as the number of requests received per second by the virtual server and the
number of hits per second for rewrite, responder, and cache policies.

A comparative list of all the parameters whose values either differ or are not defined across service
containers.

O 00 O0OO0OO0OO O

o

You can also use the Visualizer to add and bind new objects, modify existing ones, and enable or disable objects. Most
configuration elements displayed in the Visualizer appear under the same names as in other parts of the configuration
utility. However, unlike the rest of the configuration utility, the Visualizer groups services that have the same
configuration details and monitor bindings into an entity called a service container.

A service container is set of similar services and service groups that are bound to a single load balancing virtual server.
Next to the service container is a number that shows the number of services in the group. The services in the container
have the same properties, with the exception of the name, IP address, and port, and their monitor bindings should have
the same weight and binding state. When you bind a new service to a virtual server, it is placed into an existing
container if its configuration and monitor bindings match those of other services; otherwise, it is placed in its own
container.

The service container display can help you troubleshoot your configuration if something is not functioning as you expect.

More than one container for a particular virtual server is an indication that something is wrong with the configuration of
that virtual server and its services. To correct the problem, you must first identify the container that has the desired
configuration. You can do so by using the Service Attributes Diff feature, described below. After you identify the
container, you right-click the container and click Apply Configuration.

The following procedures provide only basic steps for using the Visualizer. Because the Visualizer duplicates
functionality in other areas of the Load Balancing feature, other methods of viewing or configuring all of the settings that
can be configured in the Visualizer are provided throughout the Load Balancing documentation.

Note: The Visualizer requires a graphic interface, so it is available only through the configuration utility.
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To view load balancing virtual server properties by using the Visualizer

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2. In the details pane, select the virtual server that you want to view, and then click Visualizer.
3. Inthe Load Balancing Visualizer dialog box, you can adjust the viewable area as follows:

o Click the Zoom In and Zoom Out icons to increase or decrease the size of the viewed objects. You
can click and drag the viewable area if an item that you want to see disappears from view after
zooming in.

Click the Best Fit icon to optimize the viewing area.

Click the Save Image icon to save the graph as an image file.

Click the image, hold down the mouse button, and drag the image to pan the view.

In the Search in text field, begin typing the name of the item you are looking for. The itema€™s
location is then highlighted. To restrict the search, click the drop-down menu and select the type of
element that you want to search for

O 00O

To view configuration details for services, service groups, and monitors by
using the Visualizer

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.

2. In the details pane, select the virtual server that you want to view, and then click Visualizer.

3. In the Load Balancing Visualizer dialog box, to view configuration details for entities that are bound to this virtual
server, you can do the following:

o To view a summary of bound services, position the cursor over the virtual server icon.

o To view services in a service container, click the icon for a service group, click the Related Tasks tab,
click Show Member Services, and then click the service group name. To view additional details about
the services click Open.

o To view common properties of services in a service group, click the icon for the service group, click
the Related Tasks tab, and view the Details section of the tab.

o To view a comparative list of the parameters whose values either differ or are not defined across
service containers, click the icon for a container, click the Related Tasks tab, and then click Service
Attributes Diff. To view monitor binding details for the services in a container, in the Service Attributes
Diff dialog box, in the Group column for the container, click Details.

o To view the details for a monitor, position the cursor over the icon or click the icon for the monitor. For
additional details, click the icon, click the Related Tasks tab, and then click View Monitor.

o To view binding details of a monitor, click the connecting line between the monitor and its related
service.

To view configuration details for policies and policy labels by using the
Visualizer in the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.

2. In the details pane, select the virtual server that you want to view, and then click Visualizer.

3. In the Load Balancing Visualizer dialog box, to view configuration details for entities that are bound to this virtual
server, you can do the following:

o To view policies that are bound to this virtual server, select one or more policy icons in the tool bar at
the top of the dialog box. For example, you can select Compression, Filter, Rewrite, and Responder.
If policy labels are configured, they appear in the main view area.

o For bound policies that appear in the view pane of the Visualizer, to view a policya€™s expression
and actions, position the cursor over the policy icon. To view binding details, position the cursor over
the line that connects the policy to the virtual server. To view these details, click the policy. The details
of the policy appear in the details pane.

To view statistical information by using the Visualizer

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2. In the details pane, select the virtual server that you want to view, and then click Visualizer.
3. In the Load Balancing Visualizer dialog box, to view statistical information, you can do the following:
o To view detailed statistics for the load balancing virtual server, click the icon for the virtual server, click
the Related Tasks tab, and then click Statistics.

o To view the number of requests received per second at a given point in time by the load

balancing virtual server and the number of hits per second at a given point in time for rewrite,
responder, and cache policies, click Show Stats. The statistical information is displayed on the

citrix.com 346



respective nodes in the Visualizer. This information is not updated in real time and has to be
refreshed manually. To refresh this information, click Refresh Stats.

Note: The Show Stats option is available only on NetScaler nCore builds.

To save configuration properties for any entity by using the Visualizer

4.

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2.
3.

In the details pane, select the virtual server that you want to view, and then click Visualizer.

To copy configuration details for an element to a document or spreadsheet, click the icon for that element, click
Related Tasks.

In the Related Tasks tab, click Copy Properties and then paste the information into a document.

To bind aresource to a load balancing configuration by using the Visualizer

N

Navigate to Traffic Management > Load Balancing > Virtual Servers.

In the details pane, select the virtual server for which you want to configure bindings, and then click Visualizer.

In the Load Balancing Visualizer dialog box, click the Available Resources tab, select a resource type in the drop-
down menu, and do one or more of the following:

o To bind a new monitor to a service, select Monitors, click a particular monitor, and then drag it to the
service container icon. Use CONTROL + click to select multiple monitors and drag them to the
service.

o To bhind a service or service group, select Services or Service Groups, respectively, click a particular
service or service group, and then drag it to the virtual server icon. To bind multiple services or
service groups at one time, press CONTROL + click to select multiple services and drag them over
the virtual server.

o To bind a policy, select one of the policy groups, click a particular policy, and then drag it to a virtual
server. To bind multiple policies (classic policies only) at one time, press CONTROL + policies and
drag them over the virtual server. For details on classic and advanced policies, see Policy
Configuration and Reference.

To unbind aresource by using the Visualizer

=

4.

Navigate to Traffic Management > Load Balancing > Virtual Servers.

In the details pane, select the virtual server from which you want to unbind a service, policy, or monitor, and then click
Visualizer.

In the Load Balancing Visualizer dialog box, on the Visualizer image, click the connecting line between the resources
that you want to unbind, and then click Unbind. For example, to unbind a monitor, you would click the link between the
monitor and its bound service and click Unbind.

In the Unbind dialog box, click Yes.

To modify aresource in aload balancing configuration by using the Visualize

N =

4.

Navigate to Traffic Management > Load Balancing > Virtual Servers.

In the details pane, select the virtual server that you want to configure, and then click Visualizer.

In the Load Balancing Visualizer dialog box, on the Visualizer image, double-click the resource that you want to
modify.

Note: Alternatively, on the Available Resources tab, select the resource type from the drop-down menu, select the
particular resource that you want to configure and then click Open.

In the modify dialog box, enter new settings for the resource.

To add, remove, or disable aresource in aload balancing configuration by
using the Visualizer

1.
2.
3.

Navigate to Traffic Management > Load Balancing > Virtual Servers.

In the details pane, select the virtual server that you want to configure, and then click Visualizer.

In the Load Balancing Visualizer dialog box, right-click the icon for the resource that you want to add, remove, or
disable, and then select the corresponding option from the menu.

Note: Alternatively, on the Available Resources tab, click the resource type from the drop-down menu, and then click
Add to add an entity, or select the particular resource that you want to configure and then click Open.

Note: These options are not available for service groups or policies.
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Managing Client Traffic

Managing client connections properly helps to ensure that your applications remain available to users even when your
NetScaler appliance is experiencing high loads. A number of load balancing features and other features available on the
appliance can be integrated into a load balancing setup to process load more efficiently, divert it when necessary, and
prioritize the tasks that the appliance must perform:

o Sessionless load balancing. You can configure sessionless load balancing virtual servers and perform
load balancing without creating sessions in configurations that use DSR or intrusion detection systems
(IDS).

o Integrated caching. You can redirect HTTP requests to a cache.

o Priority queuing. You can direct requests based on priority, by integrating your configuration with the
Priority Queuing feature.

o SureConnect. You can use load balancing with the SureConnect feature to redirect important requests to a
custom Web page, insulating them from delays due to network congestion.

o Delayed cleanup. You can configure delayed cleanup of virtual server connections to prevent the cleanup

process from using CPU cycles during periods when the NetScaler appliance is experiencing high loads.

Rewrite. You can use the Rewrite feature to modify port and protocol when performing HTTP redirection, or

insert the virtual server IP address and port into a custom Request header.

RTSP NAT.

Rate-based monitoring. You can enable rate-based monitoring to divert excess traffic.

Layer 2 Parameters. You can configure a virtual server to use the L2 parameters to identify a connection.

ICMP Response. You can configure the NetScaler to send ICMP responses to PING requests according to

your settings. On the IP address corresponding to the virtual server, set the ICMP RESPONSE to

VSVR_CNTRLD, and on the virtual server, set the ICMP VSERVER RESPONSE.

The following settings can be made on a virtual server:

When you set ICMP VSERVER RESPONSE to PASSIVE on all virtual servers, NetScaler always
responds.

When you set ICMP VSERVER RESPONSE to ACTIVE on all virtual servers, NetScaler responds even
if one virtual server is UP.

When you set ICMP VSERVER RESPONSE to ACTIVE on some and PASSIVE on others, NetScaler
responds even if one virtual server set to ACTIVE is UP.

(o}

O 0 0 O

To manage client traffic, see the following sections:

Configuring Sessionless Load Balancing Virtual Servers
Redirecting HTTP Requests to a Cache

Directing Requests According to Priority

Directing Requests to a Custom Web Page

Enabling Cleanup of Virtual Server Connections

Graceful Shut down of Services

Rewriting Ports and Protocols for HTTP Redirection
Inserting the IP Address and Port of a Virtual Server in the Request Header
Using a Specified Source IP for Backend Communication
Setting a Timeout Value for Idle Client Connections
Managing RTSP Connections

Managing Client Traffic on the Basis of Traffic Rate
Identifying a connection with Layer 2 Parameters
Configuring the Prefer Direct Route Option

O 00 O0OO0OO0OO0OOOOOOO OO

citrix.com 348


http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-sessionlesslbvs-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-redirecthttptocache-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-priorityqueuing-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-sureconnect-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-downstateflush-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-gracefulshutdown-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-rewriteportsprotocols-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-ipportinhttpheader-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-usespecifiedsrcip-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-clientidletimeoutvalue-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-rtspconnections-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-trafficrate-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-traffidomain-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-advancedsettings-preferdirectroute-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-sessionlesslbvs-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-redirecthttptocache-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-priorityqueuing-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-sureconnect-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-downstateflush-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-gracefulshutdown-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-rewriteportsprotocols-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-ipportinhttpheader-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-usespecifiedsrcip-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-clientidletimeoutvalue-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-rtspconnections-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-trafficrate-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-clienttraffic-traffidomain-tsk.html
http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-clienttraffic-con/ns-lb-advancedsettings-preferdirectroute-tsk.html

Configuring Sessionless Load Balancing Virtual Servers

When the NetScaler appliance performs load balancing, it creates and maintains sessions between clients and servers.
The maintenance of session information places a significant load on the NetScaler resources, and sessions might not
be needed in scenarios such as a direct server return (DSR) setup and the load balancing of intrusion detection
systems (IDS). To avoid creating sessions when they are not necessary, you can configure a virtual server on the
appliance for sessionless load balancing. In sessionless load balancing, the appliance carries out load balancing on a
per-packet basis.

Sessionless load balancing can operate in MAC-based forwarding mode or IP-based forwarding mode.

For MAC-based forwarding, the IP address of the sessionless virtual server must be specified on all the physical servers
to which the traffic is forwarded.

For IP-based forwarding in sessionless load balancing, the IP address and port of the virtual server need not be
specified on the physical servers, because this information is included in the forwarded packets. When forwarding a
packet from the client to the physical server, the appliance leaves client details such as IP address and port unchanged
and adds the IP address and port of the destination.

Supported Setup

NetScaler sessionless load balancing supports the following service types and load balancing methods:

Service Types

o
o

ANY for MAC-based redirection
ANY, DNS, and UDP for IP-based redirection

Load Balancing Methods

O 0 O0OO0OO0OOOO O

Round Robin

Least Bandwidth

LRTM (Least response time method)
Source IP Hash

Destination IP Hash

Source IP Destination IP Hash
Source IP Source Port Hash
Custom Load

Limitations

Sessionless load balancing has the following limitations:

O 0 O0OO0OO

o

o

o

The NetScaler must be deployed in two-arm mode.

A service must be bound to only one virtual server.

Sessionless load balancing is not supported for service groups.

Sessionless load balancing is not supported for domain based services (DBS services).

Sessionless load balancing in the IP mode is not supported for a virtual server that is configured as a
backup to a primary virtual server.

You cannot enable spillover mode.

For all the services bound to a sessionless load balancing virtual server, the Use Source IP (USIP) option
must be enabled.

For a wildcard virtual server or service, the destination IP address will not be changed.

Note: While configuring a virtual server for sessionless load balancing, explicitly specify a supported load balancing method.
The default method, Least Connection, cannot be used for sessionless load balancing.

Note: To configure sessionless load balancing in MAC-based redirection mode on a virtual server, the MAC-based forwarding
option must be enabled on the NetScaler.

To add a sessionless virtual server by using the command line interface

At the command prompt, type the following commands to add a sessionless virtual server and verify the configuration:

o

add Ib vserver <nane>@x<serviceType> <IPAddress>@ <port> -m <redirectionMode> -sessionless <(
ENABLED|DISABLED)> -IbMethod <load_balancing_method>
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o show Ib vserver <nane>

Example

add | b vserver sesslessvl any 11.11.12.123 54 -sessionless ENABLED -1 bMet hod roundrobin -m

show

To configure sessionless load balancing on an existing virtual server

Done

I b vserver sesslessvl

sessl essvl (11.11.12.123:54) - ANY Type: ADDRESS
St ate: DOWN

Effective St at e: DOWN
Client Idle Tineout: 120 sec
Down state flush: ENABLED

Per si st ence: NONE

Sessi onl ess LB: ENABLED

Connection Failover: DI SABLED

L2Conn: OFF

1) Policy : cnp_text Priority:8680 Inherited

2) Policy : cnp_nocnp_ie60 Priority:8690 Inherited

At the command prompt, type:
set Ib vserver <name>@-m <redirectionMode> -sessionless <(ENABLED|DISABLED)> -IbMethod <load_balancing_method>

Example

set | b vserver sesslessvl -mnac -sessionless ENABLED -| bnet hod [ rtm
Done

To configure a sessionless virtual server by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2. Open the virtual server, and in Advanced Settings, click Traffic Settings, and then select Sessionless Load Balancing.
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Redirecting HTTP Requests to a Cache

The NetScaler cache redirection feature redirects HTTP requests to a cache. You can significantly reduce the impact of
responding to HTTP requests and improve your Web site performance through proper implementation of the cache
redirection feature.

A cache stores frequently requested HTTP content. When you configure cache redirection on a virtual server, the

NetScaler appliance sends cacheable HTTP requests to the cache, and non-cacheable HTTP requests to the origin
Web server.

To configure cache redirection on a virtual server by using the command line
interface

At the command prompt, type:
set |Ib vserver <nanme>@-cacheable <Value>

Example

set | b vserver Vserver-LB-1 -cacheabl e yes

To configure cache redirection on a virtual server by using the configuration
utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open the virtual server.
2. In Advanced Settings, click Traffic Settings, and select Cacheable.
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Directing Requests According to Priority

The NetScaler appliance supports prioritization of client requests with its priority queuing feature. This feature allows
you to designate certain requests, such as those from important clients, as priority requests and sends them to the &€ce
front of the line,&€+ so that the appliance responds to them first. This allows you to provide uninterrupted service to
those clients through demand surges or DDoS attacks on your Web site.

To configure priority queuing on a virtual server by using the command line
interface

At the command prompt, type:
set Ib vserver <name>@-pg <Value>

Example

set | b vserver Vserver-LB-1 -pqg yes

To configure priority queuing on a virtual server by using the configuration
utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open the virtual server.
2. In Advanced Settings, click Traffic Settings, and select Priority Queuing.

Note: You must configure priority queuing globally for it to function correctly.
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Directing Requests to a Custom Web Page

The NetScaler appliance provides the SureConnect option to ensure that web applications respond despite delays
caused by limited server capacity or processing speed. SureConnect does this by displaying an alternative web page of
your choice when the server that hosts the primary web page is either unavailable or responding slowly.

To configure SureConnect on a virtual server, you must first configure the alternative content. For information about

configuring a SureConnect website, see SureConnect. After you configure the website, enable SureConnect on the load
balancing virtual server to put your SureConnect custom web page in use.

Note: For SureConnect to function correctly, you must configure it globally.

To enable SureConnect on a virtual server by using the command line
interface

At the command prompt, type:
set |b vserver <name>@-sc <Value>

Example

set | b vserver Vserver-LB-1 -sc yes

To enable SureConnect on a virtual server by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open the virtual server..
2. In Advanced Settings, click Traffic Settings, and select SureConnect.
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Enabling Cleanup of Virtual Server Connections

Under certain conditions, you can configure the downStateFlush setting to immediately terminate existing connections
when a service or a virtual server is marked DOWN. Terminating existing connections frees resources, and in certain
cases speeds recovery of overloaded load balancing setups.

The state of a virtual server depends on the states of the services bound to it. The state of each service depends on the
responses of the load balanced servers to probes and health checks sent by the monitors that are bound to that service.
Sometimes the load balanced servers do not respond. If a server is slow or busy, monitoring probes can time out. If
repeated monitoring probes are not answered within the configured timeout period, the service is marked DOWN.

A virtual server is marked DOWN only when all services bound to it are marked DOWN. When a virtual server goes
DOWN, it terminates all connections, either immediately or after allowing existing connections to complete.

You must not enable the downStateFlush setting on those application servers that must complete their transactions.
You can enable this setting on Web servers whose connections can safely be terminated when they marked DOWN.

The following table summarizes the effect of this setting on an example configuration consisting of a virtual server,
Vserver-LB-1, with two services bound to it, Service-TCP-1 and Service-TCP-2. The virtual server intercepts two
connections, C1 and C2, and redirects them to Service-TCP-1 and Service-TCP-2, respectively. In the table, E and D
denote the state of the downStateFlush setting: E means Enabled, and D means Disabled.

Vserver-LB- Service-TCP- State of connections

1 1

E E Both client and server connections are terminated.

E D Both client and server connections are terminated. In case of HTTP

services, both client and server connections are terminated only if the
transaction is active. If the transaction is not active, only client
connections are terminated.

D E Both client and server connections are terminated. In case of HTTP
services, both client and server connections are terminated only if the
transaction is active. If the transaction is not active, only server
connections are terminated.

D D Neither client nor server connections are terminated.

Note: In case of HTTP services, the downStateFlush setting is effective only when the client is connected to the server.
If you want to disable a service only when all the established connections are closed by the server or the client, you can

use the graceful shutdown option. For information about the graceful shutdown of a service, see Graceful Shutdown of
Services.

To configure the down state flush setting on a virtual server by using the
command line interface

At the command prompt, type:
set |b vserver <nanme>@-downStateFlush <Value>

Example

set | b vserver Vserver-LB-1 -downSt at eFl ush enabl ed

To configure the down state flush setting on a virtual server by using the
configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open the virtual server..
2. In Advanced Settings, click Traffic Settings, and select Down State Flush.
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Graceful Shut down of Services

During scheduled network outages such as system upgrades or hardware maintenance, you may have to close or
disable some services.

To avoid disrupting established sessions, you can place a service in the TROFS state by doing one of the following:

o Adding a TROFS code or string to the monitord€"Configure the server to send a specific code or string in
response to a monitor probe.
o Explicitly disable the service and:
Set a delay (in seconds).
Enable graceful shut down.

Adding a TROFS Code or String

If you bind only one monitor to a service, and the monitor is a TROFS-enabled monitor, it can place the service in the
TROFS state on the basis of the servera€™s response to a monitor probe. This response is compared with the value in
the trofsCode parameter for an HTTP monitor or the trofsString parameter for an HTTP-ECV or TCP-ECV monitor. If the
code matches, the service is placed in the TROFS state. In this state, it continues to honor the persistent connections.

If multiple monitors are bound to a service, the effective state of the service is calculated on the basis of the state of all
the monitors that are bound to the service. Upon receiving a TROFS response, the state of the TROFS-enabled monitor
is considered as UP for the purpose of this calculation. For more information about how a NetScaler appliance
designates a service as UP, see Setting a Threshold Value for the Monitors Bound to a Service.

Important:

o You can bind multiple monitors to a service, but only one monitor must be TROFS-enabled.
o You can convert a TROFS-enabled monitor to a monitor that is not TROFS-enabled, but not vice versa.

To configure a TROFS code or string in a monitor by using the command line interface
At the command prompt, type one of the following commands:

add | b nonitor <nonitor-nanme> HITP a€“trof sCode <respcode>
add |I'b nonitor <monitor-nane> HTTP-ECV a€“trofsString <resp string>
add | b nonitor <nonitor-name> TCP-ECV a€“trofsString <resp string>

To modify the TROFS code or string by using the command line interface
At the command prompt, type one of the following commands:

set Ib nmonitor <trofs nonitorname> HITP -trof scode <newcode>
set Ib monitor <trofs nonitorname> HITP-ECV -trofsstring <new string>
set Ib monitor <trofs nonitorname> TCP-ECV -trofsstring <new string>

Note: You can use the set command only if a TROFS-enabled monitor was added earlier. You cannot use this command to
set the TROFS code or string for a non TROFS-enabled monitor.
To configure a TROFS code or string in a monitor by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Monitors.
2. On the Monitors pane, click Add, and do one of the following:
o Select Type as HTTP, and specify a TROFS Code.
o Select Type as HTTP-ECV or TCP-ECV, and specify a TROFS Stri ng.

Disabling a Service

Often, however, you cannot estimate the amount of time needed for all the connections to a service to complete the
existing transactions. If a transaction is unfinished when the wait time expires, shutting down the service may result in
data loss. In this case, you can specify graceful shutdown for the service, so that the service is disabled only when all
the current active client connections are closed by either the server or the client. See the following table for behavior if
you specify a wait time in addition to graceful shutdown.

Persistence is maintained according to the specified method even if you enable graceful shutdown. The system
continues to serve all the persistent clients, including new connections from the clients, unless the service is marked
DOWN during the graceful shutdown state as a result of the checks made by a monitor.

The following table describes graceful shut down options.

Table 1. Graceful Shut down Options
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Graceful Service is shut down after the last of the current active client connections is served, even
shutdown is if the wait time has not expired. The appliance checks the status of the connections once
enabled and a every second. If the wait time expires, any open sessions are closed.

wait time is

specified.

Graceful Service is shut down only after the wait time expires, even if all established connections
shutdown is are served before expiration.

disabled and a

wait time is

specified.

Graceful Service is shut down only after the last of the previously established connections is
shutdown is served, regardless of the time taken to serve the last connection.

enabled and no

wait time is

specified.

Graceful No graceful shutdown. Service is shut down immediately after the disable option is chosen
shutdown is or the disable command is issued. (The default wait time is zero seconds.)

disabled and no

wait time is

specified.

To terminate existing connections when a service or a virtual server is marked DOWN, you can use the Down State
Flush option. For more information, see Enabling Cleanup of Virtual Server Connections.

To configure graceful shutdown for a service by using the command line
interface

At the command prompt, type the following commands to shut down a service gracefully and verify the configuration:

o disable service <nane>@[<delay>] [-graceFul (YES|NO)]
o show service <nane>

Example

> di sabl e service svcl 6000 -graceFul YES

Done

>show servi ce svcl

svcl (10.102.80.41:80) - HTTP

State: GO NG QUT OF SERVICE (Graceful, Qut O Service in 5998 seconds)
Last state change was at Mon Nov 15 22:44:15 2010

Time since |ast state change: 0 days, 00:00:01. 160

Down state flush: ENABLED

1 bound nonitor:
1) Monitor Name: tcp-default

State: UP Weight: 1

Probes: 13898 Failed [Total: O Current: O]

Last response: Probe skipped - live traffic to service.
Response Tine: N A

Done

>show service svcl

svcl (10.102.80.41:80) - HTTP

State: OUT OF SERVICE

Last state change was at Mon Nov 15 22:44:19 2010
Time since |ast state change: 0 days, 00: 00: 03. 250
Down state flush: ENABLED

1 bound nonitor:
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1) Monitor Nane: tcp-default

State: UNKNOMWN Weight: 1

Probes: 13898 Failed [Total: O Current: 0]
Last response: Probe skipped - service state OFS.
Response Tinme: N A

Done

To configure graceful shutdown for a service by using the configuration utilit

1. Navigate to Traffic Management > Load Balancing > Services.
2. Open the service, and from the Action list, click Disable. Enter a wait time, and select Graceful.
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Rewriting Ports and Protocols for HTTP Redirection

Virtual servers and the services that are bound to them may use different ports. When a service responds to an HTTP
connection with a redirect, you might need to configure the NetScaler appliance to modify the port and the protocol to
make sure that the redirection goes through successfully. You do this by enabling and configuring the
redirectPortRewrite setting.

This setting affects only HTTP and HTTPS traffic. If this setting is enabled on a virtual server, the virtual server rewrites
the port on redirects, replacing the port used by the service with the port used by the virtual server.

If the virtual server or service is of type SSL, you must enable SSL redirect on the virtual server or service. If both the
virtual server and service are of type SSL, enable SSL redirect on the virtual server.

The redirectPortRewrite setting can be used in the following scenarios:

o The virtual server is of type HTTP and the services are of type SSL.
o The virtual server is of type SSL and the services are of type HTTP.
o The virtual server is of type HTTP and the services are of type HTTP.
o The virtual server is of type SSL and the services are of type SSL.

Scenario 1: The virtual server is of type HTTP and services are of type SSL. SSL redirect, and optionally port rewrite, is
enabled on the service. If port rewrite is enabled, the port of HTTPS URLs is rewritten. HTTP URLs from the server are sent
as is to the client.

Redirect URL from the Server Redirect URL sent to the Client

Only SSL redirect is enabled. The virtual server can be configured on any port.

http://domain.com/ http://domain.com/
http://domain.com:8080/ http://domain.com:8080/
https://domain.com/ https://domain.com/
https://domain.com:444/ https://domain.com:444/

SSL redirect and port rewrite are enabled. The virtual server is configured on port 80.

http://domain.com/ http://domain.com/
http://domain.com:8080/ http://domain.com:8080/
https://domain.com/ https://domain.com/
https://domain.com:444/ https://domain.com/

SSL redirect and port rewrite are enabled. Virtual server is configured on port 8080.

http://domain.com/ http://domain.com/
http://domain.com:8080/ http://domain.com:8080/
https://domain.com/ http://domain.com:8080/
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https://domain.com:444/ http://domain.com:8080/

Scenario 2: The virtual server is of type SSL and services are of type HTTP. If port rewrite is enabled, only the port of HTTP
URLs is rewritten. HTTPS URLSs from the server are sent as is to the client.

Redirect URL from the Server Redirect URL sent to the Client

SSL redirect is enabled on the virtual server. The virtual server can be configured on any port.

http://domain.com/ https://domain.com/
http://domain.com:8080/ https://domain.com:8080/
https://domain.com/ https://domain.com/
https://domain.com:444/ https://domain.com:444/

SSL redirect and port rewrite are enabled on the virtual server. The virtual server is configured on port 443.

http://domain.com/ https://domain.com/
http://domain.com:8080/ https://domain.com/
https://domain.com/ https://domain.com/
https://domain.com:444/ https://domain.com:444/

SSL redirect and port rewrite are enabled. The virtual server is configured on port 444.

http://domain.com/ https://domain.com:444/
http://domain.com:8080/ https://domain.com:444/
https://domain.com/ https://domain.com/

https://domain.com:445/ https://domain.com:445/

Scenario 3: The virtual server and service are of type HTTP. Port rewrite must be enabled on the virtual server. Only the port
of HTTP URLs is rewritten. HTTPS URLSs from the server are sent as is to the client.

Redirect URL from the Server Redirect URL sent to the Client

The virtual server is configured on port 80.

http://domain.com/ http://domain.com/
http://domain.com:8080/ http://domain.com/
https://domain.com/ https://domain.com/
https://domain.com:444/ https://domain.com:444/
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The virtual server is configured on port 8080.

http://domain.com/ http://domain.com:8080/
http://domain.com:8080/ http://domain.com:8080/
https://domain.com/ https://domain.com/

https://domain.com:445/ https://domain.com:445/

Scenario 4: The virtual server and service are of type SSL. If port rewrite is enabled, only the port of HTTPS URLs is
rewritten. HTTP URLs from the server are sent as is to the client.

Redirect URL from the Server Redirect URL sent to the Client

SSL redirect is enabled on the virtual server. The virtual server can be configured on any port.

http://domain.com/ http://domain.com/
http://domain.com:8080/ http://domain.com:8080/
https://[domain.com/ https://domain.com/
https://domain.com:444/ https://domain.com:444/

SSL redirect and port rewrite are enabled on the virtual server. The virtual server is configured on port 443.

http://domain.com/ http://domain.com/
http://domain.com:8080/ http://domain.com:8080/
https://domain.com/ https://domain.com/
https://domain.com:444/ https://domain.com/

SSL redirect and port rewrite are enabled on the virtual server. The virtual server is configured on port 444.

http://domain.com/ http://domain.com/

http://domain.com:8080/ http://domain.com:8080/
https://domain.com/ https://domain.com:444/
https://domain.com:445/ https://domain.com:444/

To configure HTTP redirection on a virtual server by using the command line
interface

At the command prompt, type:
set |b vserver <nanme>@-redirectPortRewrite (ENABLED | DISABLED)
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Example

set | b vserver Vserver-LB-1 -redirectPortRewite enabl ed

To configure HTTP redirection on a virtual server by using the configuration
utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2. Open the virtual server, and in the Advanced Settings pane, click Traffic Settings, and then select Rewrite.

To configure SSL Redirect on an SSL virtual server or service by using the
command line interface

At the command prompt, type:

o set ssl vserver <vServerName> - ssIRedirect (ENABLED | DISABLED)
o set ssl service <serviceName> - ssIRedirect (ENABLED | DISABLED)

Example

set ssl vserver Vserver-SSL-1 -ssl Redirect enabled
set ssl service service-SSL-1 -ssl Redirect enabl ed

To configure SSL redirection and SSL port rewrite on an SSL virtual server or
service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open the virtual server.
2. In Advanced Settings, click SSL Parameters, and select SSL Redirect.
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Inserting the IP Address and Port of a Virtual Server in the Request Header

If you have multiple virtual servers that communicate with different applications on the same service, you must configure
the NetScaler appliance to add the IP address and port number of the appropriate virtual server to the HTTP requests
that are sent to that service. This setting allows applications running on the service to identify the virtual server that sent
the request.

If the primary virtual server is down and the backup virtual server is up, the configuration settings of the backup virtual
server are added to the client requests. If you want the same header tag to be added, regardless of whether the
requests are from the primary virtual server or backup virtual server, then you must configure the required header tag on
both virtual servers.

Note: This option is not supported for wild card virtual servers or dummy virtual servers.

To insert the IP address and port of the virtual server in the client requests by
using the command line interface

At the command prompt, type:
set Ib vserver <name>@-insertVserverlPPort <insertVserverlPPort> [<vipHeader>]

Example
set |'b vserver Vserver-LB-1 -insertVserver|PPort VipAddr
To insert the IP address and port of the virtual server in the client requests by
using the configuration utility
1. Navigate to Traffic Management > Load Balancing > Virtual Servers.

2. Open the virtual server, and in the Advanced Settings pane, click Traffic Settings, and then select Virtual Server IP
Port Insertion and specify a virtual server IP port header.
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Using a Specified Source IP for Backend Communication

For communication with the physical servers or other peer devices, the NetScaler appliance uses an IP address owned by it
as the source IP address. NetScaler maintains a pool of its IP addresses, and dynamically selects an IP address while
connecting with a server. Depending on the subnet in which the physical server is placed, NetScaler decides which IP
address to use. This address pool is used for sending traffic as well as monitor probes.

In many situations, you may want the NetScaler to use a specific IP address or any IP address from a specific set of IP
addresses for backend communications. The following are a few examples:

o A server can distinguish monitor probes from traffic if the source IP address used for monitor probes belongs
to a specific set.

o To improve server security, a server may be configured to respond to requests from a specific set of IP
addresses or, sometimes, from a single specific IP address. In such a case, the NetScaler can use only the
IP addresses accepted by the server as the source IP address.

o The NetScaler can manage its internal connections efficiently if it can distribute its IP addresses into IP sets
and use an address from a set only for connecting to a specific service.

To configure the NetScaler to use a specified source IP address, create net profiles (network profiles) and configure the
NetScaler entities to use the profile. A net profile can be bound to load balancing or content switching virtual servers,
services, service groups, or monitors. A net profile has NetScaler owned IP addresses (SNIPs and VIPs) that can be
used as the source IP address. It can be a single IP address or a set of IP addresses, referred to as an IP set. If a net
profile has an IP set, NetScaler dynamically selects an IP address from the IP set at the time of connection. If a profile
has a single IP address, the same IP address is used as the source IP.

If a net profile is bound to a load balancing or content switching virtual server, the profile will be used for sending traffic to all
the services bound to it. If a net profile is bound to a service group, NetScaler uses the profile for all the members of the
service group. If a net profile is bound to a monitor, NetScaler uses the profile for all the probes sent from the monitor.

Note: When a NetScaler appliance uses a VIP address to communicate with a server, it uses session entries to identify
whether the traffic destined to the VIP address is a response from a server or a request from a client.

Usage of a net profile for sending traffic:

If the Use Source IP Address (USIP) option is enabled, NetScaler uses the IP address of the client and ignores all the
net profiles. If the USIP option is not enabled, NetScaler selects the source IP in the following manner:

o If there is no net profile on the virtual server or the service/service group, NetScaler uses the default method

o If there is a net profile only on the service/service group, NetScaler uses that net profile.

o If there is a net profile only on the virtual server, NetScaler uses the net profile.

o If there is a net profile both on the virtual server and service/service group, NetScaler uses the net profile
bound to the service/service group.

Usage of a net profile for sending monitor probes:

For monitor probes, NetScaler selects the source IP in the following manner:

o If there is a net profile bound to the monitor, NetScaler uses the net profile of the monitor. It ignores the net
profiles bound to the virtual server or service/service group.
o If there is no net profile bound to the monitor,
If there is a net profile on the service/service group, NetScaler uses the net profile of the service/service
group.
If there is no net profile even on the service/service group, NetScaler uses the default method of
selecting a source IP.

Note: If there is no net profile bound to a service, NetScaler looks for a net profile on the service group if the service is bound
to a service group.

To use a specified source IP address for communication, go through the following steps:
1. Create IP sets from the pool of SNIPs and VIPs owned by the NetScaler. An IP set can consist of both SNIP and VIP
addresses. For instructions, see Creating IP Sets.
2. Create net profiles. For instructions, see Creating a Net Profile.
3. Bind the net profiles to NetScaler entities. For instructions, see Binding a Net Profile to a NetScaler Entity.

Note: A net profile can have only the IP addresses specified as SNIP and VIP on the NetScaler.
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Managing Net Profiles

A net profile (or network profile) contains an IP address or an IP set. During communication with physical servers or
peers, the NetScaler appliance uses the addresses specified in the profile as the source IP address. For more
information on the use of net profiles, see Using a User-specified Source IP Address for Backend Communication.

o For instructions on creating a network profile, see Creating a Network Profile.
o For instructions on binding a network profile to a NetScaler entity, see Binding a Network Profile.

Creating an IP Set
Updated: 2014-06-17

An IP set is a set of IP addresses, which are configured on the NetScaler appliance as Subnet IP addresses (SNIPs) or
Virtual IP addresses (VIPs). An IP set is identified with a meaningful name that helps in identifying the usage of the IP
addresses contained in it. To create an IP set, add an IP set and bind NetScaler owned IP addresses to it. SNIP
addresses and VIP addresses can be present in the same IP set. For more information about the use of IP sets, see
Using a User-specified Source IP Address for Backend Communication.

To create an IP set by using the command line interface

At the command prompt, type the following commands:

o add ipset <nane>

o bind ipset <nanme> <| PAddr ess>@
or

o bind ipset <nane> <| PAddr ess>@

o show ipset [<name>]
The above command shows the names of all the IP sets on the NetScaler if you do not pass any name. It
shows the IP addresses bound to the specified IP set if you pass a name.

Examples

1.

> add i pset skpnwi pset
Done

> bind ipset skpnw pset 21.21.20.1
Done

2.
> add i pset testnw pset
Done
> bind ipset testnw pset 21.21.21.[21-25]
| PAddress "21.21.21.21" bound
| PAddress "21.21.21.22" bound
| PAddress "21.21.21.23" bound
| PAddress "21.21.21.24" bound
| PAddress "21.21.21.25" bound
Done

3.
> bind ipset skpipset 11.11.11.101
ERROR: Invalid I P address
[This I P address could not be added because this is not an |IP address owned by the Net Scal er
> add ns ip 11.11.11.101 255.255.255.0 -type SNIP
ip "11.11.11.101" added
Done
> pbind ipset skpipset 11.11.11.101
| PAddress "11.11.11.101" bound
Done
4.
> sh ipset
1) Nane: ipset-1
2) Nane: ipset-2
3) Nane: ipset-3
4) Nane: skpnew pset
Done

5.
> sh ipset skpnew pset
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To create an IP set by using the configuration utility

Navigate to System > Network > IP Sets, and create an IP set.

Creating a Net Profile

Updated: 2014-06-17

A net profile (network profile) consists of one or more SNIP or VIP addresses of the NetScaler. For more information about
the usage of net profiles, see Using a User-specified Source IP Address for Backend Communication.

To create a net profile by using the command line interface

At the command prompt, type:

add netprofile <name> [-srclp <srclpVal>] If the srclpVal is not provided in this command, it can be provided later by using the
set netprofile command.

Examples
> add netprofile skpnetprofilel -srclp 21.21.20.1
Done

> add netprofile baksnp -srclp bakipset
Done

> set netprofile yahnp -srclp 12.12.23.1
Done

> set netprofile citkbnp -srclp citkbipset
Done

Binding a Net Profile to a NetScaler Entity

Updated: 2013-11-12

A net profile can be bound to a load balancing virtual server, service, service group, or a monitor. For more information about
the effect of binding a net profile to a NetScaler entity, see Using a User-specified Source IP Address for Backend
Communication.

Note: You can bind a net profile at the time of creating a NetScaler entity or bind it to an already existing entity.

To bind a net profile to a server by using the command line interface

You can bind a net profile to load balancing virtual servers and content switching virtual servers. Specify the appropriate
virtual server.

At the command prompt, type:

o set Ib vserver <nanme>@-netProfile <net_profile_name>
or
o set cs vserver <nane> -netProfile <net_profile_name>

Examples

set | b vserver skpnwsl -netProfile gntnp
Done

set cs vserver nmmdcsv -netProfile mmdnp
Done

To bind a net profile to a virtual server by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open the virtual server.
2. In Advanced Settings, click Profiles, and set a net profile.
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To bind a net profile to a service by using the command line interface

At the command prompt, type:
set service <nane>@-netProfile <net_profile_name>

Example

set service brnssvcl -netProfile brnsnp
Done

To bind a net profile to a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a service.
2. In Advanced Settings, click Profiles, and set a net profile.

To bind a net profile to a service group by using the command line interface

At the command prompt, type:
set servicegroup <ser vi ceG oupNanme>@-netProfile <net_profile_name>

Example

set servicegroup ndhsvcgrp -netProfile ndhnp
Done

To bind a net profile to a service group by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Service Groups, and opena service group.
2. In Advanced Settings, click Profiles, and set a net profile.

To bind a net profile to a monitor by using the command line interface

At the command prompt, type:
set monitor <monitor_name> -netProfile <net_profile_name>

Example

set nmonitor brnsecvnmonl -netProfile brnsnmonnp
Done

To bind a net profile to a monitor by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Monitors.
2. Open a monitor, and set the net profile.
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Setting a Timeout Value for Idle Client Connections

You can configure a virtual server to terminate any idle client connections after a configured timeout period elapses.
When you configure this setting, the NetScaler appliance waits for the time you specify and, if the client is idle after that
time, it closes the client connection.

To set atime-out value for idle client connections by using the command line
interface

At the command prompt, type:
set |b vserver <nanme>@-cltTimeout <Value>

Example

set | b vserver Vserver-LB-1 -cltTineout 100

To set atime-out value for idle client connections by using the configuration
utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open a virtual server.
2. In Advanced Settings, click Traffic Settings, and set the client idle time-out value.
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Managing RTSP Connections

The NetScaler appliance can use either of two topologiesa€’NAT-on mode or NAT-off modeé€to load balance RTSP
servers. In NAT-on mode, Network Address Translation (NAT) is enabled and configured on the appliance. RTSP
requests and responses both pass through the appliance. You must therefore configure the appliance to perform
network address translation (NAT) to identify the data connection.

For more information about enabling and configuring NAT, see "IP Addressing."

In NAT-off mode, NAT is not enabled and configured. The appliance receives RTSP requests from the client and routes
them to the service that it selects using the configured load balancing method. The load balanced RTSP servers send
their responses directly to the client, bypassing the appliance. You must therefore configure the appliance to use Direct
Server Return (DSR) mode, and assign publicly accessible FQDNs in DNS to your load balanced RTSP servers.

For more information about enabling and configuring DSR mode, see "Configuring Load Balancing in Direct Server
Return Mode." For more information about configuring DNS, see "Domain Name System."

In either case, when you configure RTSP load balancing, you must also configure rtspNat to match the topology of your
load balancing setup.

To configure RTSP NAT by using the command line interface

At the command prompt, type:
set Ib vserver <name>@€‘RTSPNAT <ValueOfRTSPNAT>

Example

set | b vserver vserver-LB-1 a€“ RTSPNAT ON

To configure RTSP NAT by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open a virtual server of type RTSP.
2. In Advanced Settings, click Traffic Settings, and select RTSP Natting.
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Managing Client Traffic on the Basis of Traffic Rate

You can monitor the rate of traffic that flows through load balancing virtual servers and control the behavior of the
NetScaler appliance based on the traffic rate. You can throttle the traffic flow if it is too high, cache information based on
the traffic rate, and if the traffic rate is too high redirect excess traffic to a different load balancing virtual server. You can
apply rate-based monitoring to HTTP and Domain Name System (DNS) requests.

For more information on rate-based policies, see Rate Limiting.
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Identifying a connection with Layer 2 Parameters

Generally, to identify a connection, the NetScaler uses the 4-tuple of client IP address, client port, destination IP
address, and destination port. When you enable the L2 Connection option, the Layer 2 parameters of the connection
(channel number, MAC address, and VLAN ID) are used in addition to the normal 4-tuple.

Enabling the L2Conn parameter for a load balancing virtual server allows multiple TCP and non-TCP connections with

the same 4-tuple (<source IP>:<source port>::<destination IP>:<destination port>) to co-exist on the NetScaler
appliance. The appliance uses both the 4-tuple and the Layer 2 parameters to identify TCP and non-TCP connections.

You can enable the L2Conn option in the following scenarios:

o Multiple VLANSs are configured on the NetScaler appliance, and a firewall is set up for each VLAN.
o You want the traffic originating from the servers in one VLAN and bound for a virtual server in another VLAN
to pass through the firewalls configured for both VLANS.

Therefore, when an nCore NetScaler appliance on which the 12Conn parameter is set for one or more load balancing

virtual servers is downgraded to a Classic build or to an nCore build that does not support the I2Conn parameter, the
load balancing configurations that use the I12Conn parameter become ineffective.

To configure the L2 connection option by using the command line interface

At the command prompt, type:
add Ib vserver <name>@x<serviceType> <IPAddress>@ <port> -I2Conn ON

Example

add | b vserver LB-VIP1 HITP 10.1.1.254 80 -12Conn ON

To configure the L2 connection option by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open a virtual server.
2. In Advanced Settings, select Traffic Settings, and select Layer 2 Parameters.
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Configuring the Prefer Direct Route Option

On a wildcard load balancing virtual server if you explicitly configure a route to a destination, by default, the NetScaler
appliance forwards traffic according to the configured route. If you want the NetScaler to not look up for the configured
route, you can set the Prefer Direct Route option to NO.

If a device is directly connected to a NetScaler appliance, the NetScaler directly forwards traffic to the device. For
example, if the destination of a packet is a firewall, the packet need not be routed through another firewall. However, in

some cases, you may want the traffic to go through the firewall even if the device is directly connected to it. In such
cases, you can set the Prefer Direct Route Option to NO.

Note: The preferDirectRoute setting is applicable to all the wildcard virtual servers on the NetScaler appliance.

To set the prefer direct route option by using the command line interface

At the command prompt, type:
set Ib parameter -preferDirectRoute (YES | NO)

Example
set | b paranmeter -preferDirectRoute YES
To set the prefer direct route option by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Configure Load Balancing parameters.
2. Select Prefer Direct Route.
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Advanced Load Balancing Settings

In addition to configuring virtual servers, you can configure advanced settings for services.
To configure advanced load balancing settings, see the following sections:

Gradually Stepping Up the Load on a New Service with Virtual Servera€“Level Slow Start
The No-Monitor Option for Services

Protecting Applications on Protected Servers Against Traffic Surges
Enabling Cleanup of Service Connections

Directing Requests to a Custom Web Page

Enabling Access to Services When Down

Enabling TCP Buffering of Responses

Enabling Compression

Maintaining Client Connection for Multiple Client Requests

Inserting the IP Address of the Client in the Request Header

Using the Source IP Address of the Client When Connecting to the Server
Configuring the Source Port for Server-Side Connections

Setting a Limit on the Number of Client Connections

Setting a Limit on Number of Requests Per Connection to the Server
Setting a Threshold Value for the Monitors Bound to a Service

Setting a Timeout Value for Idle Client Connections

Setting a Timeout Value for Idle Server Connections

Setting a Limit on the Bandwidth Usage by Clients

Redirecting Client Requests to a Cache

Retaining the VLAN Identifier for VLAN Transparency

Configuring Automatic State Transition Based on Percentage Health of Bound Services

O 00O O0OO0OO0OO0OO0OO0OO0OO0OO0OO0OO0OO0OO0OOOOODO
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Gradually Stepping Up the Load on a New Service with Virtual Servera€“Level
Slow Start

You can configure the NetScaler appliance to gradually increase the load on a service (the number of requests that the
service receives per second) immediately after the service is either added to a load balancing configuration or has a

state change from DOWN to UP (hereafter, the term &€cenew servicea€s is used for both situations). You can either
increase the load manually with load values and intervals of your choice (manual slow start) or configure the appliance

to increase the load at a specified interval (automated slow start) until the service is receiving as many requests as the

other services in the configuration. During the ramp-up period for the new service, the appliance uses the configured

load balancing method.

This functionality is not available globally. It has to be configured for each virtual server. The functionality is available only for
virtual servers that use one of the following load balancing methods:

Round robin

Least connection

Least response time

Least bandwidth

Least packets

LRTM (Least Response Time Method)
Custom load

O 0 O0O0OOO0OO O

For this functionality, you need to set the following parameters:

o The new service request rate, which is the amount by which to increase the number or percentage of
requests sent to a new service each time the rate is incremented. That is, you specify the size of the
increment in terms of either the number of requests per second or the percentage of the load being borne, a
the time, by the existing services. If this value is set to 0 (zero), slow start is not performed on new services.
Note: In automated slow start mode, the final increment is smaller than the specified value if the specified
value would place a heavier load on the new service than on the other services.

o The increment interval, in seconds. If this value is set to 0 (zero), the load is not incremented automatically.
You have to increment it manually.

With automated slow start, a service is taken out of the slow start phase when one of the following conditions applies:

o The actual request rate is less than the new service request rate.

o The service does not receive traffic for three successive increment intervals.

o The request rate has been incremented 200 times.

o The percentage of traffic that the new service must receive is greater than or equal to 100.

With manual slow start, the service remains in the slow start phase until you take it out of that phase.

Manual Slow Start

If you want to manually increase the load on a new service, do not specify an increment interval for the load balancing
virtual server. Specify only the new service request rate and the units. With no interval specified, the appliance does not
increment the load periodically. It maintains the load on the new service at the value specified by the combination of the
new service request rate and units until you manually modify either parameter. For example, if you set the new service
request rate and unit parameters to 25 and a€ceper second,a€- respectively, the appliance maintains the load on the
new service at 25 requests per second until you change either parameter. When you want the new service to exit the
slow start mode and receive as many requests as the existing services, set the new service request rate parameter to 0.

As an example, assume that you are using a virtual server to load balance 2 services, Ser vi cel and Ser vi ce2, in
round robin mode. Further assume that the virtual server is receiving 240 requests per second, and that it is distributing
the load evenly across the services. When a new service, Ser vi ce3, is added to the configuration, you might want to
increase the load on it manually through values of 10, 20, and 40 requests per second before sending it its full share of
the load. The following table shows the values to which you set the three parameters.

Table 1. Parameter Values

Parameter Value

Interval in seconds 0
New service request rate 10, 20, 40, and 0, at intervals that you choose
Units for the new service request rate Requests per second
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When you set the new service request rate parameter to 0, Ser vi ce3 is no longer considered a new service, and
receives its full share of the load.

Assume that you add another service, Ser vi ce4, during the ramp-up period for Ser vi ce3. In this example, Ser vi ce4
is added when the new service request rate parameter is set to 40. Therefore, Ser vi ce4 begins receiving 40 requests
per second.

The following table shows the load distribution on the services during the period described in this example.
Table 2. Load Distribution on Services when Manually Stepping Up the Load

new service

new service request rate = 20 new service new service
request rate = 10 reg/sec request rate = 40 request rate =0
reg/sec reg/sec reg/sec
(Service3added) (Servicedadded) (new services
exit slow start
mode)
Servicel 115 110 80 60
Service2 115 110 80 60
Service3 10 20 40 60
Service4 - - 40 60
Total reg/sec (load 240 240 240 240

on the virtual server)

Automated Slow Start

If you want the appliance to increase the load on a new service automatically at specified intervals until the service can
be considered capable of handling its full share of the load, set the new service request rate parameter, the units
parameter, and the increment interval. When all the parameters are set to values other than 0, the appliance increments
the load on a new service by the value of the new service request rate, at the specified interval, until the service is
receiving ita€™s full share of the load.

As an example, assume that four services, Ser vi cel, Servi ce2, Servi ce3, and Ser vi ce4, are bound to a load
balancing virtual server, vser ver 1. Further assume that vser ver 1 receives 100 requests per second, and that it
distributes the load evenly across the services (25 requests per second per service). When you add a fifth service,

Ser vi ceb, to the configuration, you might want the appliance to send the new service 4 requests per second for the
first 10 seconds, 8 requests per second for the next 10 seconds, and so on, until it is receiving 20 requests per second.
For this requirement, the following table shows the values to which you set the three parameters:

Table 3. Parameter Values

Parameter Value

Interval in seconds 10
Increment value 4
Units for the new service request rate Requests per second

With this configuration, the new service begins receiving as many requests as the existing services 50 seconds after it is
added or its state has changed from DOAN to UP. During each interval in this period, the appliance distributes to the
existing servers the excess of requests that would have been sent to the new service in the absence of stepwise
increments. For example, in the absence of stepwise increments, each service, including Ser vi ce5, would have
received 20 requests each per second. With stepwise increments, during the first 10 seconds, when Ser vi ce5
receives only 4 requests per second, the appliance distributes the excess of 16 requests per second to the existing
services, resulting in the distribution pattern shown in the following table and figure over the 50-second period. After the
50-second period, Ser vi ce5 is no longer considered a new service, and it receives its normal share of traffic.

Table 4. Load Distribution Pattern on All Services for the 50-second Period Immediately after Ser vi ce5 is Added

T ——ais e e e

Req/sec forServicel

Req/sec forService2 25 24 23 22 21 20
Reg/sec forService3 25 24 23 22 21 20
Req/sec forService4 25 24 23 22 21 20
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Reg/sec forServiceb 0 4 8 12 16 20

Total reg/sec (load on the virtual server) 100 100 100 100 100 100

Figure 1. A Graph of the Load Distribution Pattern on All Services for the 50-second Period Immediately after Ser vi ce5 is
Added
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An alternative requirement might be for the appliance to send Ser vi ce5 25% of the load on the existing services in the
first 5 seconds, 50% in the next 5 seconds, and so on, until it is receiving 20 requests per second. For this requirement,
the following table shows the values to which you set the three parameters.

Table 5. Parameter Values

Parameter Value

Interval in seconds 5
Increment value 25
Units for the new service request rate Percent

With this configuration, the service begins receiving as many requests as the existing services 20 seconds after it is
added or its state has changed from DOAN to UP. The traffic distribution during the ramp-up period for the new service is
identical to the one described earlier, where the unit for the step increments was a€cerequests per second.a€e

Setting the Slow Start Parameters
Updated: 2013-12-04

You set the slow start parameters by using either the set | b vserver ortheadd | b vserver command. The
following command is for setting slow start parameters when adding a virtual server.

To configure stepwise load increments for a new service by using the command line interface

At the command prompt, type the following commands to configure stepwise increments in the load for a service and
verify the configuration:

o add Ib vserver <name> <serviceType> <IPAddress> <port> [-newServiceRequest <positive_integer>]
[<newServiceRequestUnit>] [-newServiceRequestincrementinterval <positive_integer>]
o show Ib vserver <name>

Example

> set | b vserver BR_ LB -newServi ceRequest 5 PER_SECOND - newSer vi ceRequestIncrenentlnterval 1
Done

> show | b vserver BR LB

BR LB (192. 0. 2. 33: 80) - HTTP Type: ADDRESS
State: UP

New Service Startup Request Rate: 5 PER _SECOND, Increnment Interval: 10

Done
>

To configure stepwise load increments for a new service by using the configuration utility
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1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open a virtual server.
2. In Advanced Settings, select Method, and set the following slow start parameters:

o New Service Startup Request Rate.

o New Service Request Unit.

o Increment Interval.
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The No-Monitor Option for Services

If you use an external system to perform health checks on the services and do not want the NetScaler appliance to
monitor the health of a service, you can set the no-monitor option for the service. If you do so, the appliance does not
send probes to check the health of the service but shows the service as UP. Even if the service goes DOWN, the
appliance continues to send traffic from the client to the service as specified by the load balancing method.

The monitor can be in the ENABLED or DISABLED state when you set the no-monitor option, and when you remove the
no-monitor option, the earlier state of the monitor is resumed.

You can set the no-monitor option for a service when creating the service. You can also set the no-monitor option on an
existing service.

The following are the consequences of setting the no-monitor option:

o If a service for which you enabled the no-monitor option goes down, the NetScaler continues to show the
service as UP and continues to forward traffic to the service. A persistent connection to the service can
worsen the situation. In that case, or if many services shown as UP are actually DOWN, the system may fail
To avoid such a situation, when the external mechanism that monitors the services reports that a service
that is DOWN, remove the service from the NetScaler configuration.

o If you configure the no-monitor option on a service, you cannot configure load balancing in the Direct Server
Return (DSR) mode. For an existing service, if you set the no-monitor option, you cannot configure the DSR
mode for the service.

To set the no-monitor option for a new service by using the command line
interface

At the command prompt, type the following commands to create a service with the health monitor option, and verify the
configuration:

add service <serviceName> <IP | serverName> <serviceType> <port> -healthMonitor (YES|NO)

Example

>add service nonpbnsrvc 10.102.21.21 http 80

-heal thMonitor no

Done

> show servi ce nonmonsrvc

nonmonsrvc (10.102.21.21:80) - HITP

State: UP

Last state change was at Mon Nov 15 22:41:29 2010
Time since |last state change: 0 days, 00:00: 00.970
Server Nane: 10.102.21.21

Server ID: O Mnitor Threshold : 0

A.c;:eSS Down Service: NO

Down state flush: ENABLED
Heal th nonitoring: OFF

1 bound nonitor:

1) Monitor Name: tcp-default

State: UNKNOMWN Weight: 1

Probes: 3 Failed [Total: 3 Current: 3]

Last response: Probe skipped - Health nonitoring is turned off.
Response Tine: NA

Done

To set the no-monitor option for an existing service by using the command
line interface
At the command prompt, type the following command to set the health monitor option:

set service <nane> -healthMonitor (YES|NO)

Example
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By default, the state of a service and the state of the corresponding nonitor are UP.
>show servi ce LB-SVCl

LB- SVC1 (10.102.29.5:80) - HITP

State: UP

1) Monitor Name: http-ecv

State: UP Weight: 1

Probes: 99992 Failed [Total: 0 Current: O]

Last response: Success - Pattern found in response.
Response Tinme: 3.76 nillisec

Done

When the no-nonitor option is set on a service, the state of the nmonitor changes to UNKNOM.
> set service LB-SVCL -heal t hMonitor NO

Done

> show servi ce LB-SVCl

LB- SVC1 (10.102.29.5:80) - HITP

State: UP

Last state change was at Fri Dec 10 10:17: 37 2010.

Tinme since |last state change: 5 days, 18:55:48.710

Heal th nonitoring: OFF

1) Monitor Nanme: http-ecv
State: UNKNOWN Weight: 1
Probes: 100028 Failed [Total: O Current: 0]
Last response: Probe skipped - Health monitoring is turned off.
Response Tinme: 0.0 millisec
Done
When the no-nonitor option is renmoved, the earlier state of the nonitor is resuned.
> set service LB-SVCLl -heal t hMonitor YES
Done
>show servi ce LB-SVCL
LB- SVC1 (10.102.29.5:80) - HITP
State: UP
Last state change was at Fri Dec 10 10:17:37 2010
Time since |ast state change: 5 days, 18:57:47.880
1) Monitor Name: http-ecv
State: UP Weight: 1
Probes: 100029 Failed [Total: O Current: 0]
Last response: Success - Pattern found in response.
Response Tine: 5.690 nmillisec
Done

To set the no-monitor option for a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services.
2. Open the service, and clear Health Monitoring.
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Protecting Applications on Protected Servers Against Traffic Surges

The NetScaler provides the surge protection option to maintain the capacity of a server or cache. The NetScaler
regulates the flow of client requests to servers and controls the number of clients that can simultaneously access the
servers. The NetScaler blocks any surges passed to the server, thereby preventing overloading of the server.

For surge protection to function correctly, you must enable it globally. For more information about surge protection, see "
Surge Protection.”

To set surge protection on the service by using the command line interface

At the command prompt, type:
set service <nane>@-sp <Value>

Example

set service Service-HTTP-1 -sp ON

To set surge protection on the service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a source.
2. In Advanced Settings, select Traffic Settings, and select Surge Protection.
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Enabling Cleanup of Service Connections

When cleanup of service connections is enabled, the NetScaler performs a cleanup of the connections on a service that
is down. This setting is described in Enabling Cleanup of Virtual Server Connections.

To set down state flush on the service by using the command line interface

At the command prompt, type:
set service <name> -downStateFlush <Value>

Example

set service Service-HITP-1 -downSt at eFl ush enabl ed

To set down state flush on the service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a service.
2. In Advanced Settings, select Traffic Settings, and select Down State Flush.
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Directing Requests to a Custom Web Page

For SureConnect to function correctly, you must set it globally. The NetScaler provides the SureConnect option to ensure the
response from an application. For more information about the SureConnect option, see "Sure Connect."

To set SureConnect on the service by using the command line interface

At the command prompt, type:
set service <nanme>@-sc <Value>

Example

set service Service-HITP-1 -sc ON

To set SureConnect on the service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a service.
2. In Advanced Settings, select Traffic Settings, and select Sure Connect.
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Enabling Access to Services When Down

You can enable access to a service when it is disabled or in a DOWN state by configuring the NetScaler appliance to
use Layer 2 mode to bridge the packets sent to the service. Normally, when requests are forwarded to services that are
DOWN, the request packets are dropped. When you enable the Access Down setting, however, these request packets
are sent directly to the load balanced servers.

For more information about Layer 2 and Layer 3 modes, see IP Addressing.

For the appliance to bridge packets sent to the DOWN services, enable Layer 2 mode with the accessDown parameter.

To enable access down on a service by using the command line interface

At the command prompt, type:
set service <nanme>@-accessDown <Value>

Example

set service Service-HITP-1 -accessDown YES

To enable access down on a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a service.
2. In Advanced Settings, select Traffic Settings, and select Access Down.
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Enabling TCP Buffering of Responses

The NetScaler appliance provides a TCP buffering option that buffers only responses from the load balanced server.
This enables the appliance to deliver server responses to the client at the maximum speed that the client can accept
them. The appliance allocates from 0 through 4095 megabytes (MB) of memory for TCP buffering, and from 4 through
20480 kilobytes (KB) of memory per connection.

Note: TCP buffering set at the service level takes precedence over the global setting. For more information about configuring
TCP buffering globally, see "TCP Buffering."

To enable TCP Buffering on a service by using the command line interface

At the command prompt, type:
set service <nanme>@-TCPB <Value>

Example

set service Service-HITP-1 -TCPB YES

To enable TCP Buffering on a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a service.
2. In Advanced Settings, select Traffic Settings, and select TCP Buffering.
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Enabling Compression

The NetScaler appliance provides a compression option to transparently compress HTML and text files by using a set of
built-in compression policies. Compression reduces bandwidth requirements and can significantly improve server
responsiveness in bandwidth-constrained setups. The compression policies are associated with services bound to the
virtual server. The policies determine whether a response can be compressed and send compressible content to the
appliance, which compresses it and sends it to the client.

Note: For compression to function correctly, you must enable it globally. For more information about configuring compression
globally, see Compression.

To enable compression on a service by using the command line interface

At the command prompt, type:
set service <name> -CMP <YES | NO>

Example

set service Service-HTTP-1 -CVWP YES

To enable compression on a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a service.
2. In Advanced Settings, select Traffic Settings, and select Compression.
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Maintaining Client Connection for Multiple Client Requests

You can set the client keep-alive parameter to configure an HTTP or SSL service to keep a client connection to a Web
site open across multiple client requests. If client keep-alive is enabled, even when the load balanced Web server
closes a connection, the NetScaler appliance keeps the connection between the client and itself open. This setting
allows services to serve multiple client requests on a single client connection.

If you do not enable this setting, the client will open a new connection for every request that it sends to the Web site.

The client keep-alive setting saves the packet round trip time required to establish and close connections. This setting
also reduces the time to complete each transaction. Client keep-alive can be enabled only on HTTP or SSL service

types.

Client keep-alive set at the service level takes precedence over the global client keep-alive setting. For more information
about client keep-alive, see Client Keep-Alive.

To enable client keep-alive on a service by using the command line interface

At the command prompt, type:
set service <name>@-CKA <Value>

Example

set service Service-HTTP-1 - CKA YES

To enable client keep-alive on a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a service.
2. In Advanced Settings, select Traffic Settings, and select Client Keep-Alive.
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Inserting the IP Address of the Client in the Request Header

A NetScaler uses the mapped IP address (MIP) to connect to the server. The server need not be aware of the client.
However, in some situations, the server needs to be aware of the client it has to serve. When you enable the client IP

setting, the NetScaler inserts the client's IPv4 or IPv6 address while forwarding the requests to the server. The server
inserts this client IP in the header of the responses. The server is thus aware of the client.

To insert client IP address in the client request by using the command line
interface

At the command prompt, type:
set service <nane>@-CIP <Value> <cipHeader>

Example

set service Service-HITP-1 -CI P enabl ed X-forwarded-for

To insert client IP address in the client request by using the configuration
utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a service.
2. In Advanced Settings, select Traffic Settings, and select Client IP Address.
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Using the Source IP Address of the Client When Connecting to the Server

You can configure the NetScaler appliance to forward packets from the client to the server without changing the source
IP address. This is useful when you cannot insert the client IP address into a header, such as when working with non-
HTTP services.

For more information about configuring USIP globally, see "Enabling Use Source IP Mode."

For information about using the port of the client when connecting to the server, see Using the Client Port When
Connecting to the Server.

To enable USIP mode for a service by using the command line interface

At the command prompt, type:
set service <nanme>@-usip (YES | NO)

Example

set service Service-HTTP-1 -usip YES

To enable USIP mode for a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a service.
2. In Advanced Settings, select Traffic Settings, and select Use Source IP Address.
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Configuring the Source Port for Server-Side Connections

When the NetScaler appliance connects to a physical server, it can use the source port from client's request, or it can
use a proxy port as the source port for the connection. You can set the Use Proxy Port parameter to YES to handle
situations such as the following scenario:

The NetScaler appliance is configured with two load balancing virtual servers, LBVS1 and LBVS2.

Both the virtual servers are bound to the same service, S-ANY.

Use (the client's) source IP address (USIP) is enabled on the service.

Client C1 sends two requests, Reql and Reqz2, for the same service.

Reql is received by LBVS1 and Req?2 is received by LBVS2.

LBVS1 and LBVS2 forward the request to S-ANY, and when S-ANY sends the response, they forward the

response to the client.

Consider two cases:
Use the client port. When the NetScaler uses the client port, both the virtual servers use the client's IP
address (because USIP is ON) and the client's port when connecting to the server. Therefore, when the
service sends the response, the NetScaler cannot determine which virtual server should receive the
response.
Use proxy port. When the NetScaler uses a proxy port, the virtual servers use the client's IP address
(because USIP is ON), but different ports when connecting to the server. Therefore, when the service
sends the response, the port number identifies the virtual server that should receive the response.

O 0 O0O0OOO

o

However, if you require a fully transparent configuration, such as a fully transparent cache redirection configuration, you
must disable the Use Proxy port Setting so that the NetScaler appliance can use the source port from the clientdé€™s
request.

The Use Proxy Port option becomes relevant if the use source IP (USIP) option is enabled. For TCP-based service
types, such as TCP, HTTP, and SSL, the option is enabled by default. For UDP-based service types, such as UDP and
DNS, including ANY, the option is disabled by default. For more information about the USIP option, see "Enabling Use
Source IP Mode."

You can configure the Use Proxy Port setting either globally or on a given service.

Configuring the Use Proxy Port Setting on a Service

Updated: 2013-11-11

You configure the Use ProxyPort settingon the service if you want to override the global setting.

To configure the Use Proxy Port setting on a service by using the command line interface

At the command prompt, type:
set service <nane>@-useProxyPort (YES | NO)

Example

> set service svcl -useproxyport YES
Done > show service svcl
svcl (10.102.29.30:80) - HITP
State: UP
LJsé éource I P: YES Use Proxy Port: YES

Done
>

To configure the Use Proxy Port setting on a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a service.
2. In Advanced Settings, select Traffic Settings, and select Use Proxy Port.

Configuring the Use Proxy Port Setting Globally

Updated: 2013-09-13
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You configure the Use Proxy Port setting globally if you want to apply the setting to all the services on the NetScaler
appliance. The global setting is overridden by service-specific Use Proxy Port settings.

To configure the Use Proxy Port setting globally by using the command line interface

At the command prompt, type the following commands to configure the Use Proxy Port setting globally and verify the
configuration:

o set ns param -useproxyport ( ENABLED | DISABLED )
o show ns param

Example
> set ns param -useproxyport ENABLED
Done
> show ns param
G obal configuration settings:
Use Proxy Port: ENABLED

Done
>

To configure the Use Proxy Port setting globally by using the configuration utility

Navigate to System > Settings > Change global system settings, and select or clear Use Proxy Port.
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Setting a Limit on the Number of Client Connections

You can specify a maximum number of client connections that each load balanced server can handle. The NetScaler
appliance then opens client connections to a server only until this limit is reached. When the load balanced server
reaches its limit, monitor probes are skipped, and the server is not used for load balancing until it has finished
processing existing connections and frees up capacity.

For more information on the Maximum Client setting, see "Load Balancing Domain-Name Based Services."
Note: Connections that are in the process of closing are not considered for this limit.

To set a limit to the number of client connections by using the command line
interface

At the command prompt, type:
set service <name> -maxclient <Value>

Example

set service Service-HTTP-1 -maxCient 1000

To set a limit to the number of client connections by using the configuration
utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a service.
2. In Advanced Settings, select Thresholds & Timeouts, and select Maximum Clients.

citrix.com 390


http://docs.citrix.com/en-us/netscaler/10-5/ns-tmg-wrapper-10-con/ns-lb-wrapper-con-10/ns-lb-commonprotocols-con/ns-lb-commonprotocols-domainnamebasedservices-tsk.html

Setting a Limit on Number of Requests Per Connection to the Server

The NetScaler appliance can be configured to reuse connections to improve performance. In some scenarios, however,
load balanced Web servers may have issues when connections are reused for too many requests. For HTTP or SSL
services, use the max request option to limit the number of requests sent through a single connection to a load
balanced Web server.

Note: You can configure the max request option for HTTP or SSL services only.
To limit the number of client requests per connection by using the command
line interface

At the command prompt, type:
set service <ServiceName> -maxReq <Value>

Example

set service Service-HITP-1 -maxReq 100

To limit the number of client requests per connection by using the
configuration utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a service.
2. In Advanced Settings, select Thresholds & Timeouts, and select Maximum Requests.
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Setting a Threshold Value for the Monitors Bound to a Service

The NetScaler appliance designates a service as UP only when the sum of the weights of all monitors bound to it and
that are UP is equal to or greater than the threshold value configured on the service. The weight for a monitor specifies
how much that monitor contributes to designating the service to which it is bound as UP.

For example, assume that three monitors, named Monitor-HTTP-1, Monitor-HTTP-2, and Monitor-HTTP-3 respectively,
are bound to Service-HTTP-1, and that the threshold configured on the service is three. Suppose the following weights
are assigned to each monitor:

o The weight of Monitor-HTTP-1 is 1.
o The weight of Monitor-HTTP-2 is 3.
o The weight of Monitor-HTTP-3 is 1.

The service is marked UP only when one of the following is true:

o Monitor-HTTP-2 is UP.
o Monitor-HTTP-2 and Monitor-HTTP-1 or Monitor-HTTP-3 are UP
o All three monitors are UP.

To set the monitor threshold value on a service by using the command line
interface

At the command prompt, type:
set service <name> -monThreshold <Value>

Example

set service Service-HITP-1 -nmonThreshold 100

To set the monitor threshold value on a service by using the configuration
utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a service.
2. In Advanced Settings, select Thresholds & Timeouts, and select Monitor Threshold.
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Setting a Timeout Value for Idle Client Connections

You can configure the service with a time-out value to terminate any idle client connections when the configured time
elapses. If the client is idle during the configured time, the NetScaler closes the client connection.

To set a timeout value for idle client connections by using the command line
interface

At the command prompt, type:
set service <name> -cltTimeout <Value>

Example

set service Service-HITP-1 -cltTineout 100

To set a timeout value for idle client connections by using the configuration
utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a service.
2. In Advanced Settings, select Thresholds & Timeouts, and select Client Idle Time-out.
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Setting a Timeout Value for Idle Server Connections

You can configure a service with a timeout value to terminate any idle server connections when the configured time
elapses. If the server is idle for the configured amount of time, the NetScaler appliance closes the server connection.

To set atimeout value for idle server connections by using the command line
interface

At the command prompt, type:
set service <name>@-svrTimeout <Value>

Example

set service Service-HITP-1 -svrTi neout 100

To set a timeout value for idle server connections by using the configuration
utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a service.
2. In Advanced Settings, select Thresholds & Timeouts, and select Server Idle Time-out.
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Setting a Limit on the Bandwidth Usage by Clients
In some cases, servers may have limited bandwidth to handle client requests and may become overloaded. To prevent

overloading a server, you can specify a maximum limit on the bandwidth processed by the server. The NetScaler
appliance forwards requests to a load balanced server only until this limit is reached.

To set a maximum bandwidth limit on a service by using the command line
interface

At the command prompt, type:
set service <name> -maxBandwidth <Value>

Example

set service Service-HTTP-1 -maxBandw dth 100

To set a maximum bandwidth limit on a service by using the configuration
utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a service.
2. In Advanced Settings, select Thresholds & Timeouts, and select Maximum Bandwidth.
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Redirecting Client Requests to a Cache

You can configure a service to redirect client requests to a cache, and forward only those requests that are cache
misses to a service chosen by the configured load balancing method.

To set cache redirection on a service by using the command line interface

At the command prompt, type:
set service <nanme>@-cacheable <Value>

Example

set service Service-HITP-1 -cacheabl e YES

To set cache redirection on a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services.
2. Open a service, and set the Cache Type.
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Retaining the VLAN Identifier for VLAN Transparency

You can configure a load balancing virtual server to retain the client's VLAN identifier in packets that are to be forwarded
to servers. The virtual server must be a wildcard virtual server of type ANY, and must be functioning in MAC mode.

To configure a load balancing virtual server to retain the client VLAN ID by
using the command line interface

At the command prompt, type the following command to configure a load balancing virtual server to retain the client
VLAN ID and verify the configuration:

o set Ib vserver <name> -m MAC -macmodeRetainvlan ENABLED
o show Ib vserver <name>

To configure a load balancing virtual server to retain the client VLAN ID by
using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open a virtual server.
2. In Advanced Settings, select Traffic Settings, and select Retain VLAN ID.
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Configuring Automatic State Transition Based on Percentage Health of
Bound Services

You can configure a load balancing virtual server to automatically transition from the UP state to the DOWN state if the

percentage of active services falls below a configured threshold. For example, if you bind 10 services to a load

balancing virtual server and configure a threshold of 50% for that virtual server, it transitions from UP to DOWN if six or
more services are DOWN. When the percentage health rises above the threshold value, the virtual server returns to the

UP state.

You can also enable an SNMP alarm called ENTITY-STATE if you want the NetScaler appliance to notify you when the

percentage health of bound services causes a virtual server to change state.

To configure percentage based automatic state transition by using the
command line interface

At the command prompt, type the following commands to configure automatic state transition for a virtual server and
verify the configuration:

o set Ib vserver <nane>@-healthThreshold <positive_integer>
o show Ib vserver <name>

To configure percentage based automatic state transition by using the
configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open a virtual server.
2. In Advanced Settings, select Traffic Settings, and set a Health Threshold.

To enable the ENTITY-STATE alarm by using the command line interface

At the command prompt, type the following commands to enable the ENTITY-STATE SNMP alarm and verify the
configuration:

o enable snmp alarm ENTI TY- STATE
o show snmp alarm

To enable the ENTITY-STATE alarm by using the configuration utility

1. Navigate to System > SNMP > Alarms.
2. Select ENTITY-STATE and, in the Action list, select Enable.
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The Built-in Monitors

The NetScaler appliance contains a number of built-in monitors that you can use to monitor your services. These built-in
monitors handle most of the common protocols. You cannot modify or remove the built-in monitors; you can only bind a
built-in monitor to a service and unbind it from the service.

Note: You can create a custom monitor based on a built-in monitor. To learn how to create custom monitors, see Configuring
Monitors in a Load Balancing Setup.

This section includes the following details:

Monitoring TCP-based Applications

Monitoring SSL Services

Monitoring FTP Services

Monitoring SIP Services

Monitoring RADIUS Services

Monitoring Accounting Information Delivery from a RADIUS Server
Monitoring DNS and DNS-TCP Services

Monitoring LDAP Services

Monitoring MySQL Services

Monitoring SNMP Services

Monitoring NNTP Services

Monitoring POP3 Services

Monitoring SMTP Services

Monitoring RTSP Servers

Monitoring the XML Broker Services

Monitoring ARP Requests

Monitoring the XenDesktop Delivery Controller Services
Monitoring Web Interface Services

Monitoring Citrix StoreFront Stores
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Monitoring TCP-based Applications

The NetScaler appliance has two built-in monitors that monitor TCP-based applications: tcp-default and ping-default.
When you create a service, the appropriate default monitor is bound to it automatically, so that the service can be used
immediately if it is UP. The tcp-default monitor is bound to all TCP services; the ping-default monitor is bound to all non-

TCP services.

You cannot delete or modify default monitors. When you bind any other monitor to a TCP service, the default monitor is
unbound from the service. The following table lists the monitor types, and the parameters and monitoring processes
associated with each type.

Monitor

type

tcp

http

tcp-ecv

http-
ecv

ping

citrix.com

Specific

parameters

Not applicable

httprequest [&€ce
HEAD /a€°] -
HTTP request
that is sent to the
service.

respcode [200] -
A set of HTTP
response codes
are expected
from the service.

send ["] - is the
data that is sent
to the service.
The maximum
permissible
length of the
string is 512 K
bytes.

recv ["] -
expected
response from
the service. The
maximum
permissible
length of the
string is 128 K
bytes.

send ["] - HTTP
data that is sent
to the service

recv ["] - the
expected HTTP
response data
from the service

Not Applicable

Process

The NetScaler appliance establishes a 3-way handshake with the monitor
destination, and then closes the connection.

If the appliance observes TCP traffic to the destination, it does not send
TCP monitoring requests. This occurs if LRTM is disabled. By default,
LRTM is disabled on this monitor.

The NetScaler appliance establishes a 3-way handshake with the monitor
destination.

After the connection is established, the appliance sends HTTP requests,
and then compares the response code with the configured set of response
codes.

The NetScaler appliance establishes a 3-way handshake with the monitor
destination.

When the connection is established, the appliance uses the send
parameter to send specific data to the service and expects a specific
response through the receive parameter.

The NetScaler appliance establishes a 3-way handshake with the monitor
destination.

When the connection is established, the appliance uses the send
parameter to send the HTTP data to the service and expects the HTTP
response that the receive parameter specifies. (HTTP body part without
including HTTP headers). Empty response data matches any response.
Expected data may be anywhere in the first 24K bytes of the HTTP body of
the response.

The NetScaler appliance sends an ICMP echo request to the destination of
the monitor and expects an ICMP echo response.
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To configure built-in monitors for TCP-based applications, see Configuring Monitors in a Load Balancing Setup.
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Monitoring SSL Services

The NetScaler appliance has built-in secure monitors, TCPS and HTTPS. You can use the secure monitors to monitor
HTTP as well as non-HTTP traffic. To configure a secure HTTP monitor, select the monitor type as HTTP, and then set
the secure flag. To configure a secure TCP monitor, select the monitor type as TCP, and then set the secure flag.The
secure monitors work as described below:

o Secure TCP monitoring. The NetScaler appliance establishes a TCP connection. After the connection is
established, the appliance performs an SSL handshake with the server. After the handshake is over, the
appliance closes the connection.

o Secure HTTP monitoring. The NetScaler appliance establishes a TCP connection. After the connection is
established, the appliance performs an SSL handshake with the server. When the SSL connection is
established, the appliance sends HTTP requests over the encrypted channel and checks the response
codes.

The following table describes the available built-in monitors for monitoring SSL services.

Monitor Success criteria (Direct condition)
type
TCP TCP Successful TCP connection established and successful SSL handshake.
connection
SSL
handshake
HTTP TCP Successful TCP connection is established, successful SSL handshake is
connection performed, and expected HTTP response code in server HTTP response is
encrypted.
SSL
handshake
Encrypted
HTTP
request
TCP-ECV TCP Successful TCP connection is established, successful SSL handshake is
connection performed, and expected TCP data is received from the server.
SSL
handshake

(Data sent to
a serveris
encrypted.)

HTTP- TCP Successful TCP connection is established, successful SSL handshake is
ECV connection performed, and expected HTTP data is received from the server.

SSL
handshake

(Encrypted

HTTP
request)
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Monitoring FTP Services

To monitor FTP services, the NetScaler appliance opens two connections to the FTP server. It first connects to the
control port, which is used to transfer commands between a client and an FTP server. After it receives the expected
response, it connects to the data port, which is used to transfer files between a client and an FTP server. Only when the
FTP server responds as expected on both connections is it marked UP.

Note: Monitor probes originate from the NetScaler IP (NSIP) address.

The NetScaler appliance has two built-in monitors for FTP services: the FTP monitor and the FTP-EXTENDED monitor.
The FTP monitor checks basic functionality; the FTP-EXTENDED monitor also verifies that the FTP server is able to

transmit a file correctly.

userName User name used in the probe. Applies to both the FTP and FTP-EXTENDED monitor.
password Password used in monitoring. Applies to both the FTP and FTP-EXTENDED monitor
fileName File name to be used for FTP-EXTENDED monitor only.

To configure built-in monitors to check the state of FTP services, see Configuring Monitors in a Load Balancing Setup.
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Monitoring SIP Services

Note: Support for load balancing SIP traffic over TCP or TLS is available in Netscaler release 10.5.e.

A NetScaler ADC has two built-in monitors that you can use to monitor SIP services: the SIP-UDP and SIP-TCP
monitors. A SIP monitor periodically checks the SIP service to which the SIP monitor is bound, by sending SIP request
methods to the SIP service. If the SIP service replies with a response code, the monitor marks the service as UP. If the
SIP service does not respond, or responds incorrectly, it is marked as DOWN.

sipURI SIP addressing schema of the SIP server.

Type of SIP request used to probe the SIP service. Specify one of the following methods:
sipmethod
o INVITE
o OPTION (the default)
o REGISTER

respcode SIP response code with which the SIP service responds the probe request.

Default: 200.
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Monitoring RADIUS Services

The NetScaler appliance RADIUS monitor periodically checks the state of the RADIUS service to which it is bound by
sending an authentication request to the service. The RADIUS server authenticates the RADIUS monitor and sends a
response. By default, the monitor expects to receive a response code of 2, the default Access-Accept response, from
the RADIUS server. As long as the monitor receives the appropriate response, it marks the service UP.

Note: RADIUS monitor supports only PAP type authentication.

o If the client authenticated successfully, the RADIUS server sends an Access-Accept response. The default
access-accept response code is 2, and this is the code that the appliance uses.

o If the client fails to authenticate successfully (such as when there is a mismatch in the user name, password
or secret key), the RADIUS server sends an Access-Reject response. The default access-reject response
code is 3, and this is the code that the appliance uses.

userName User name on the RADIUS/NNTP/FTP/FTP-EXTENDED/MYSQL/POP3 server. This user name
is used in the probe.

password Password used in monitoring RADIUS/NNTP/FTP/FTP-EXTENDED/MYSQL/POP3/LDAP servers.
radKey Shared secret key value that the RADIUS server uses during client authentication.

radNASid NAS-ID that is encapsulated in the payload when an access request is made.

radNASip The IP address that is encapsulated in the payload when an access-request is made. When

radNASIp is not configured, the NetScaler sends the mapped IP address (MIP) to the RADIUS
server as the NAS IP address.

To monitor a RADIUS service, you must configure the RADIUS server to which it is bound as follows:

1. Add the user name and password of the client that the monitor will use for authentication to the RADIUS
authentication database.
2. Add the IP address and secret key of the client to the appropriate RADIUS database.

3. Add the IP addresses that the appliance uses to send RADIUS packets to the RADIUS database. If the
NetScaler appliance has more than one mapped IP address, or if a subnet IP address (SNIP) is used, you must
add the same secret key for all of the IP addresses.

Caution: If the IP address used by the appliance are not added to the RADIUS database, the RADIUS server will
discard all packets.

To configure built-in monitors to check the state of RADIUS server, see Configuring Monitors in a Load Balancing Setup.
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Monitoring Accounting Information Delivery from a RADIUS Server

You can configure a monitor called a RADIUS accounting monitor to determine whether the Radius server used for
Authentication, Authorization, and Accounting (AAA) is delivering accounting information as expected. The monitor is of
type RADIUS_ACCOUNTING. The probe is generated by a Perl script called nsbmradius.pl, which is located in the
/nsconfig/monitors/ directory. The script sends successive accounting request probes to the RADIUS server. The probe
is considered successful only if the RADIUS accounting server responds with a packet whose Code field is set to 5,
which, according to RFC 2866, indicates an Accounting-Response packet.

When configuring a RADIUS accounting monitor, you must specify a secret key. You can specify optional parameters,
each of which represents a RADIUS attribute, such as Acct-Status-Type and Framed-IP-Address. For information about
these attributes, see RFC 2865, "Remote Authentication Dial In User Service (RADIUS)," and RFC 2866, "RADIUS
Accounting."

To configure a RADIUS accounting monitor by using the command line
interface

At the command prompt, type the following commands to configure a RADIUS accounting monitor and verify the
configuration:

o add Ib monitor <monitorName> RADIUS_ACCOUNTING [-userName <string>] {-password } {-radKey } [-
radNASIp <ip_addr>] [-radAccountType <positive_integer>] [-radFramedIP <ip_addr>] [-radAPN <string>] [-
radMSISDN <string>] [-radAccountSession <string>]

o show Ib monitor <monitorName>

Example

add | b nonitor radAccnt Mon RADI US_ACCOUNTI NG -radKey "8d#>9jr4rV)L7%2- z\WL3sM'
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Monitoring DNS and DNS-TCP Services

The NetScaler appliance has two built-in monitors that can be used to monitor DNS services: DNS and DNS-TCP.
When bound to a service, either monitor periodically checks the state of that DNS service by sending a DNS query to it.
The query resolves to an IPv4 or IPv6 address. That IP address is then checked against the list of test IP addresses
that you configure. The list can contain up to five IP addresses. If the resolved IP address matches at least one IP
address on the list, the DNS service is marked as up. If the resolved IP does not match any IP addresses on the list, the
DNS service is marked as down.

Parameter Parameter

query The DNS query (domain name) sent to the DNS service that is being monitored. Default value:
a€ce\007a€- If the DNS query succeeds, the service is marked as UP; otherwise, it is marked as
DOWN.

For a reverse monitor, if the DNS query succeeds, the service is marked as DOWN; otherwise, it
is marked as UP. If no response is received, the service is marked as DOWN.

queryType The type of DNS query that is sent. Possible values: Address, Zone.
IPAddress List of IP addresses that are checked against the response to the DNS monitoring probe.
IPv6 Select this check box if the IP address uses IPv6 format.

To configure the built-in DNS or DNS-TCP monitors, see Configuring Monitors in a Load Balancing Setup.
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Monitoring LDAP Services

The NetScaler appliance has one built-in monitor that can be used to monitor LDAP services: the LDAP monitor. It
periodically checks the LDAP service to which it is bound by authenticating and sending a search query to it. If the
search is successful, the service is marked UP. If the LDAP server does not locate the entry, a failure message is sent
to the LDAP monitor, and the service is marked DOWN.

You configure the LDAP monitor to define the search that it should perform when sending a query. You can use the
Base DN parameter to specify a location in the directory hierarchy where the LDAP server should start the test query.
You can use the Attribute parameter to specify an attribute of the target entity.

Note: Monitor probes originate from the NetScaler IP (NSIP) address.

baseDN Base name for the LDAP monitor from where the LDAP search must start. If the LDAP server is
running locally, the default value of base is dc=netscaler, dc=com.

bindDN BDN name for the LDAP monitor.

filter Filter for the LDAP monitor.

password Password used in monitoring LDAP servers.
attribute Attribute for the LDAP monitor.

To configure the built-in LDAP monitor, see Configuring Monitors in a Load Balancing Setup.
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Monitoring MySQL Services

The NetScaler appliance has one built-in monitor that can be used to monitor MySQL services: the MySQL monitor. It
periodically checks the MySQL service to which it is bound by sending a search query to it. If the search is successful,
the service is marked UP. If the MySQL server does not respond or the search fails, a failure message is sent to the
MySQL monitor, and the service is marked DOWN.

Note: Monitor probes originate from the NetScaler IP (NSIP) address.

database Database that is used for the MySQL monitor.

sqlQuery SQL query that is used for the MySQL monitor.

To configure built-in MySQL monitor, see Configuring Monitors in a Load Balancing Setup.
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Monitoring SNMP Services

The NetScaler appliance has one built-in monitor that can be used to monitor SMNP services: the SNMP monitor. It
periodically checks the SNMP agent on the service to which it is bound by sending a query for the enterprise
identification ID (OID) that you configure for monitoring. If the query is successful, the service is marked UP. If the
SNMP service finds the OID that you specified, the query succeeds and the SNMP monitor marks the service UP. If it
does not find the OID, the query fails and the SNMP monitor marks service DOWN.

Note: Monitor probes originate from the NetScaler IP (NSIP) address.

SNMPOID OID that is used for the SNMP monitor.

snmpCommunity Community that is used for the SNMP monitor.

snmpThreshold Threshold that is used for the SNMP monitor.

snmpVersion SNMP version that is used for load monitoring. Possible Values: V1, V2.

To configure the built-in SNMP monitor, see Configuring Monitors in a Load Balancing Setup.
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Monitoring NNTP Services

The NetScaler appliance has one built-in monitor that can be used to monitor NNTP services: the NNTP monitor. It
periodically checks the NNTP service to which it is bound by connecting to the service and checking for the existence of
the newsgroup that you specify. If the newsgroup exists, the search is successful and the service is marked UP. If the
NNTP service does not respond or the search fails, the service is marked DOWN.

Note: Monitor probes originate from the NetScaler IP (NSIP) address.

The NNTP monitor can optionally be configured to post a test message to the newsgroup as well.

userName User name on the RADIUS/NNTP/FTP/FTP-EXTENDED/MYSQL/POP3 server. This user name
is used in the probe.

password Password used in monitoring RADIUS/NNTP/FTP/FTP-EXTENDED/MYSQL/POP3/LDAP
servers.
group Group name to be queried for NNTP monitor.

To configure the built-in NNTP monitor, see Configuring Monitors in a Load Balancing Setup.
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Monitoring POP3 Services

The NetScaler appliance has one built-in monitor that can be used to monitor POP3 services: the POP3 monitor. It
periodically checks the POP3 service to which it is bound by opening a connection with a POP3 server. If the POP3
server responds with the correct response codes within the configured time period, it marks the service UP. If the POP3
service does not respond, or responds incorrectly, it marks the service DOWN.

Note: Monitor probes originate from the NetScaler IP (NSIP) address.

userName User name POP3 server. This user name is used in the probe.
password Password used in monitoring POP3 servers.

scriptName The path and name of the script to execute.

dispatcherlP The IP address of the dispatcher to which the probe is sent.
dispatcherPort The port of the dispatcher to which the probe is sent.

To configure the built-in POP3 monitor, see Configuring Monitors in a Load Balancing Setup.
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Monitoring SMTP Services

The NetScaler appliance has one built-in monitor that can be used to monitor SMTP services: the SMTP monitor. It
periodically checks the SMTP service to which it is bound by opening a connection with it and conducting a series of
handshakes to ensure that the server is operating correctly. If the SMTP service completes the handshakes properly,
the monitor marks the service UP. If the SMTP service does not respond, or responds incorrectly, it marks the service
DOWN.

Note: Monitor probes originate from the NetScaler IP (NSIP) address.

userName User name SMTP server. This user name is used in the probe.
password Password used in monitoring SMTP servers.

scriptName The path and name of the script to execute.

dispatcherlP The IP Address of the dispatcher to which the probe is sent.
dispatcherPort The port of the dispatcher to which the probe is sent.

To configure the built-in SMTP monitor, see Configuring Monitors in a Load Balancing Setup.
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Monitoring RTSP Servers

The NetScaler appliance has one built-in monitor that can be used to monitor RTSP services: the RTSP monitor. It
periodically checks the RTSP service to which it is bound by opening a connection with the load balanced RTSP server.
The type of connection that it opens, and the response that it expects, differs depending upon the network configuration.
If the RTSP service responds as expected within the configured time period, it marks the service UP. If the service does
not respond, or responds incorrectly, it marks the service DOWN.

The NetScaler appliance can be configured to load balance RTSP servers using two topologies: NAT-off and NAT-on.
RTSP servers send their responses directly to the client, bypassing the appliance. The appliance must be configured to
monitor RTSP services differently depending upon which topology your network uses. The appliance can be deployed
either in inline or non-inline mode in both NAT-off and NAT-on mode.

In NAT-off mode, the appliance operates as a router: it receives RTSP requests from the client and routes them to the
service that it selects using the configured load balancing method. If your load balanced RTSP servers are assigned
publicly accessible FQDNs in DNS, the load balanced servers send their responses directly to the client, bypassing the
appliance. The following figure demonstrates this configuration.

Figure 1. RTSP in NAT-off Mode
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The flow of requests and responses in this scenario is as follows:

1. The client sends a DESCRIBE request to the appliance. The appliance uses the configured load balancing method to
choose a service, and routes the request to Media Server-1.

2. The client sends a SETUP request to the appliance. If the RTSP session ID is exchanged in the DESCRIBE
request, the appliance, using RTSPSID persistence, routes the request to Media Server-1. If the RTSP session
ID is exchanged in the SETUP request, the appliance does one of the following:

o If the RTSP request comes on the same TCP connection, it routes the request to Media Server-1,
maintaining persistence.

o If the request arrives on a different TCP connection, it uses the configured load balancing method to
choose a service, and sends the request to that service, not maintaining persistence. This means that
the request may be sent to a different service.

3. Media Server-1 receives the SETUP request from the appliance, allocates resources to process the RTSP
request, and sends the appropriate session ID to the client.

Note: The appliance does not perform NAT to identify the RTSP connection, because the RTSP connections bypass i
4. For subsequent requests, the client then uses the session ID to identify the session and send control messages to the
media server. Media Server-1 performs the requested actions, such as play, forward, or rewind.
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In NAT-on mode, the appliance receives RTSP requests from the client and routes those requests to the appropriate
media server using the configured load balancing method. The media server then sends its responses to the client
through the appliance, as illustrated in the following diagram.

Figure 2. RTSP in NAT-on Mode

i
Clientl e

4 112]5

Server Server Server
(Media server-1) (Media server-2) (Media server-3)

The flow of requests and responses in this scenario is as follows:

1.

The client sends a DESCRIBE request to the appliance. The appliance uses the configured load balancing method to
choose a service, and routes the request to Media Server-1.

. The client sends a SETUP request to the appliance. If the RTSP session ID is exchanged in the DESCRIBE

request, the appliance, using the RTSPSID persistence, routes the request to Media Server-1. If the RTSP
session ID is exchanged in the SETUP request, the appliance does one of the following:

o If the RTSP request comes on the same TCP connection, it routes the request to Media Server-1,
maintaining persistence.

o If the request arrives on a different TCP connection, it uses the configured load balancing method to
choose a service, and sends the request to that service, not maintaining persistence. This means that
the request may be sent to a different service.

Media Server-1 receives the SETUP request from the appliance, allocates resources to process the RTSP request,
and sends the appropriate session ID to the client.

The appliance performs NAT to identify the client for RTSP data connections, and the RTSP connections pass
through the appliance and are routed to the correct client.

For subsequent requests, the client then uses the session ID to identify the session and send control messages to the
appliance. The appliance uses RTSPSID persistence to identify the appropriate service, and routes the request to
Media Server-1. Media Server-1 performs the requested action, such as play, forward, or rewind.

The RTSP monitor uses the RTSP protocol to evaluate the state of the RTSP services. The RTSP monitor connects to
the RTSP server and conducts a sequence of handshakes to ensure that the server is operating correctly.

rtspRequest The RTSP request string that is sent to the RTSP server (for example, OPTIONS *). The default

value is 07. The length of the request must not exceed 163 characters.

respCode Set of response codes that are expected from the service.

For instructions on configuring an RTSP monitor, see Configuring Monitors in a Load Balancing Setup.
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Monitoring the XML Broker Services

The NetScaler appliance has a built-in monitor type, CITRIX-XML-SERVICE, with which you can create monitors to
monitor the XML Broker services. The XML Broker services are used by Citrix XenApp. The monitor opens a connection
to the service and periodically probes the XML services to which it is bound. If the server responds as expected within
the configured time period, the monitor marks the service UP. If the service does not respond, or responds incorrectly,
the monitor marks the service DOWN.

To configure a CITRIX-XML-SERVICE monitor, you need to specify the application name in addition to setting the
standard parameters. The application name is the name of the application that has to be run to monitor the state of the

XML Broker service. The default application is Notepad.

To configure monitors for XML Broker services, see "Configuring Monitors in a Load Balancing Setup."
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Monitoring ARP Requests

The NetScaler appliance has one built-in monitor that can be used to monitor ARP requests: the ARP monitor. This
monitor periodically sends an ARP request to the service to which it is bound, and listens for the expected response. If it
receives the expected response, it marks the service UP. If it receives no response or the wrong response, it marks the
service DOWN.

ARP locates a hardware address for a load balanced server when only the network layer address is known. ARP works
with IPv4 to translate IP addresses to Ethernet MAC addresses. ARP monitoring is not relevant to IPv6 networks, and is
therefore not supported on those networks.

There are no special parameters for the ARP monitor.

For instructions on configuring an ARP monitor, see Configuring Monitors in a Load Balancing Setup.
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Monitoring the XenDesktop Delivery Controller Services

In desktop virtualization, the NetScaler appliance can be used to load balance the Web Interface (WI) servers and the
XenDesktop Delivery Controller servers deployed by Citrix XenDesktop environment. The NetScaler provides a built-in
monitor, CITRIX-XD-DDC monitor, which monitors the XenDesktop Delivery Controller servers. In addition to the health
check, you can also verify whether the probe is sent by a valid user of the XenDesktop Delivery Controller server.

The monitor sends a probe to the XenDesktop Delivery Controller server in the form of an XML message. If the server
responds to the probe with the identity of the server farm, the probe is considered to be successful and the server's
status is marked as UP. If the HTTP response does not have a success code or the identity of the server farm is not
present in the response, the probe is considered to be a failure and the server's status is marked as DOWN.

The Validate Credentials option determines the probe to be sent by the monitor to the XenDesktop Delivery Controller
server, that is, whether to request only the server name or to also validate the login credentials.

Note: Regardless of whether or not the user credentials (user name, password and domain) are specified on the CITRIX-XD-
DDC monitor, the XenDesktop Delivery Controller server validates the user credentials only if the option to validate
credentials is enabled on the monitor.

If you use the wizard for configuring the load balancing of the XenDesktop servers, the CITRIX-XD-DDC monitor is
automatically created and bound to the XenDesktop Delivery Controller services. If you do not use the wizard, add a
monitor of the type CITRIX-XD-DDC.

o For instructions on using the wizard, see Configuring the load balancing of XenDesktop.
o For instructions on adding a monitor, see Creating Monitors.
o For instructions on binding a monitor to a service, see Binding Monitors to Services.

To add an XD-DDC monitor with the validate credentials option by using the
command line interface

At the command prompt, type the following commands to add an XD-DDC monitor and verify the configuration:

o add Ib monitor <monitorName> <monitorType> -userName <userName> -password <password> -
ddcDomain <ddc_domain_name> -validateCred YES
o show Ib monitor <monitorName>

Example

> add | b nmonitor xdddcnon Gitrix-xd-ddc -userNane Admi nistrator -password E12Dc35450al -ddc
Done
> show | b nonitor xdddcnon

1) Name......:xdddcnon Type......:CITRI X-XD-DDC State......: ENABLED
Standard paraneters:

Interval......:..5 sec...Retries......:..3

Response tineout......:..2 sec...Down tine......:..30 sec
Reverse......:..NO .. Transparent......:..NO
Secure......:..NO..LRTM.....:..ENABLED
Action......:..Not applicable...Deviation......:..0 sec
Destination IP......:..Bound service

Destination port......:..Bound service

| ptunnel......:..NO

TOS......:..NO... TGS ID......:..0

SNVP Alert Retries......:.. 0...Success Retries......:.. 1
Failure Retries......:.. 0

Speci al paraneters:

User Nane..........:"Admnistrator"
Password. .......... *x**x*

DDC Domain.........: "dhop"

Done

To specify the validate credentials option on an XD-DDC monitor by using the
command line interface

At the command prompt, type:
set Ib monitor <monitorName> <monitorType> -userName -password -ddcDomain <ddc_domain_name> -validateCred YES
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Example

> set | b nonitor XD _DDC 21.21.21.22 443 _m Cl TRI X- xd-ddc -user Nanme Admi ni strator -password
Done

To configure an XD-DDC monitor with the validate credentials option by
using the configuration utility

Navigate to Traffic Management > Load Balancing > Monitors, and create a monitor of type Citrix-XD-DDC.
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Monitoring Web Interface Services

In desktop virtualization, the NetScaler appliance can be used to load balance the Web Interface (WI) servers and
Dynamic Desktop Controller (DDC) servers deployed in the Citrix XenApp and Citrix XenDesktop and environments.
The NetScaler appliance has two built-in monitor types for monitoring the WI servers used in these environments.

A CITRIX-WEB-INTERFACE monitor can monitor the Web Interface services efficiently because it monitors a dynamic
page at the location specified by the site path. The monitor checks for critical failures in resource availability.

To mark a service as UP, the appliance expects the following response from the server:

1. For the first GET request, 200 OK .
2. For the POST request with credentials, 302 Found with the required WIAuthID.
3. For the last GET request with session cookie, 200 OK.

Note: If a redirect URL is configured, 302 Found is expected in the first request before 200 OK.
Note: Monitor probes originate from the NetScaler IP (NSIP) address.

When you configure a CITRIX-WEB-INTERFACE monitor, specify the site path to the location of the http page that
displays the data collected by the monitor. To monitor the status of the service, in the specified site path, you can view
the data updated dynamically by the monitoring script auth/nocookies.aspx.

Note: End the site path with a slash (/) to indicate that the monitored resource is dynamic.
Note: When you configure the WI-EXTENDED monitor, when specifying the site path, do not enter a slash (/) at the end of
the path as the software internally adds a slash at the end of the path. For example, note the following command:

add nonitor wi CI TRI X-W - EXTENDED -sitepath "/Citrix/ DesktopWeb" -usernane aaa -password bbb

A CITRIX-WI-EXTENDED monitor verifies the logging process with the Web Interface service. This monitor accesses
the login page and passes the user name, password, domain, and site path that were specified while configuring the

monitor. It verifies the validity of the login credentials, correct configuration of the monitor (for example, the site path),
and the connection with the IS server.

Note: The CITRIX-WI-EXTENDED monitor is supported only for the .NET version of the WI servers. This monitor will not worl
for the JSP version of the WI servers.

If you use the wizard for configuring load balancing of the XenDesktop servers, a CITRIX-WEB-INTERFACE monitor is
automatically created and bound to the WI services. The wizard adds and binds a CITRIX-WEB-INTERFACE monitor by
default. If you want to add and bind a CITRIX-WI-EXTENDED monitor, select the Validate Credentials check box and
type the necessary data. If you do not use the wizard, add a monitor corresponding to the WI services and bind it to
each WI service that you create.

o For instructions on using the wizard, see Configuring XenDesktop for Load Balancing or Configuring
XenApp for Load Balancing.

o For instructions on adding a CITRIX-WEB-INTERFACE monitor, see Creating Monitors.

o For instructions on binding a monitor to a service, see Binding Monitors to Services.

To add a WI monitor by using the command line interface

At the command prompt, type:

add Ib monitor <monitorName> <monitorType> -sitePath <site_path> -dispatcherlP 127.0.0.1 -dispatcherPort 3013 -
userName <username> -password <password> -domain <domain_name>

Examples
add I b nmonitor mv e ClI TRI X- WEB- | NTERFACE -sitePath "/Citrix/ XDW/"
add Ib nmonitor mvie CI TRI X-W - EXTENDED -sitePath "/ Citrix/ XDW/"

-di spatcherl P 127.0.0.1 -di spatcherPort 3013 -userNanme admni ni strator
- password d83d154575d426 -encrypted -domain w

To add a WI monitor by using the configuration utility

Navigate to Traffic Management > Load Balancing > Monitors, and create a WI monitor of type CITRIX-WEB-
INTERFACE or CITRIX-WI-EXTENDED.
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Monitoring Citrix StoreFront Stores

You can configure a user monitor for a Citrix Storefront store. The monitor determines the state of the StoreFront store
by successively probing the account service, authentication service, and discovery document (in that order). If any of
those services do not respond to the probe, the monitor probe fails, and the StoreFront store is marked as DOWN. The
monitor sends probes to the IP address and port of the bound service.

Note: Monitor probes originate from the NetScaler IP (NSIP) address.

Beginning with build 120.13, you can also bind a StoreFront monitor to a service group. A monitor is bound to each
member of the service group and probes are sent to the IP address and port of the bound member (service). Also,
because each member of a service group is now monitored by using the member's IP address, you can now use the
StoreFront monitor to monitor StoreFront cluster nodes that are added as members of the service group.

The hostname parameter for StoreFront monitors is deprecated. The secure parameter is now used to determine
whether to use HTTP (the default) or HTTPS to send monitor probes.

To use HTTPS, set the secure option to Yes.

To create a StoreFront monitor by using the command line interface

At the command prompt, type the following commands to configure a StoreFront monitor and verify the configuration:

o add Ib monitor <monitorName> STOREFRONT <string> -storeName <string> [-storefrontacctservice ( YES |

NO )] -secure (YES | NO)
o show Ib monitor <monitorName>

Example

add | b nonitor storefront_ssl STOREFRONT -storenane nyStore -storefrontacctservice YES -secu

To create a StoreFront monitor by using the configuration utility

Navigate to Traffic Management > Load Balancing > Monitors, and create a WI monitor of type STOREFRONT.
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Custom Monitors

In addition to built-in monitors, you can use custom monitors to check the state of your services. The NetScaler
appliance provides several types of custom monitors based on scripts that are included with NetScaler operating system
that can be used to determine the state of services based on the load on the service or network traffic sent to the
service. These are the inline monitors, user monitors, and load monitors.

With any of these types of monitors, you can use the supplied functionality, or you can create your own scripts and use
those scripts to determine the state of the service to which the monitor is bound.

This section includes the following details:

Configuring HTTP-Inline Monitors
Understanding User Monitors

How to Use a User Monitor to Check Web Sites
Understanding the Internal Dispatcher
Configuring a Custom User Monitor
Understanding Load Monitors

Configuring Load Monitors

Unbinding Metrics from a Metrics Table

O 0 O0OO0OO0OOODO
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Configuring HTTP-Inline Monitors

Inline monitors analyze and probe the responses from the services to which they are bound only when those services
receive client requests. The inline monitor is of type HTTP-INLINE and can only be configured to work with HTTP and
HTTPS services. An inline monitor determines that the service to which it is bound is UP by checking its responses to
the requests that are sent to it. When no client requests are sent to the service, the inline monitor probes the service by
using the configured URL.

Note: Inline monitors cannot be bound to HTTP or HTTPS Global Server Load Balancing (GSLB) remote or local services
because these services represent virtual servers rather than actual load balanced Web servers.

Inline monitors have a time-out value and a retry count when probes fail. You can select any of the following action
types for the NetScaler appliance to take when a failure occurs:

o NONE. No explicit action is taken. You can view the service and monitor, and the monitor indicates the
number of current contiguous error responses and cumulative responses checked.

o LOG. Logs the event in ns/syslog and displays the counters.

o DOWN. Marks the service down and does not direct any traffic to the service. This setting breaks any
persistent connections to the service. This action also logs the event and displays counters.

After the service is down, the service remains DOWN for the configured down time. After the DOWN time elapses, the
inline monitor uses the configured URL to probe the service to see if it is available again. If the probe succeeds, the
state of the service is changed to UP. Traffic is directed to the service, and monitoring resumes as before.

To configure inline monitors, see Configuring Monitors in a Load Balancing Setup.
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Understanding User Monitors

User monitors extend the scope of custom monitors. You can create user monitors to track the health of customized
applications and protocols that the NetScaler appliance does not support. The following diagram illustrates how a user
monitor works.

Figure 1. User Monitors
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A user monitor requires the following components.

o Dispatcher. A process, on the appliance, that listens to monitoring requests. A dispatcher can be on
the loopback IP address (127.0.0.1) and port 3013. Dispatchers are also known as internal dispatchers.
A dispatcher can also be a web server that supports Common Gateway Interface (CGl). Such
dispatchers are also known as external dispatchers. They are used for custom scripts that do not run
on the FreeBSD environment, such as .NET scripts.

Note: You can configure the monitor and the dispatcher to use HTTPS instead of HTTP by enabling the &€c
secure&€e option on the monitor and configure it as an external dispatcher. However, an internal dispatcher
understands only HTTP, and cannot use HTTPS.

In a HA setup, the dispatcher runs on both the primary and secondary NetScaler appliances. The
dispatcher remains inactive on the secondary appliance.

o Script. The script is a program that sends custom probes to the load balanced server and returns the
response code to the dispatcher. The script can return any value to the dispatcher, but if a probe
succeeds, the script must return a value of zero (0). The dispatcher considers any other value as probe
failure.

The NetScaler appliance is bundled with sample scripts for commonly used protocols. The scripts exist in
the /nsconfig/monitors directory. If you want to add a new script, add it there. If you want to customize an
existing script, create a copy with a new name and modify it.
Important: Starting with release 10.1 build 122.17, the script files for user monitors are in a new location.
If you upgrade an MPX or VPX virtual appliance to release 10.1 build 122.17 or later, the changes are as
follows:
A new directory named conflicts is created in /nsconfig/monitors/ and all the built-in scripts of the
previous builds are moved to this directory.
All new built-in scripts are available in the /netscaler/monitors/ directory. All custom scripts are available
in the /nsconfig/monitors/ directory.
You must save a new custom script in the /nsconfig/monitors/ directory.
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After the upgrade is completed, if a custom script is created and saved in the /nsconfig/monitors/
directory, with the same name as that of a built-in script, the script in the /netscaler/monitors/ directory
takes priority. That is, the custom script does not run.

If you provision a virtual appliance with release 10.1 build 122.17 or later, the changes are as follows:

All built-in scripts are available in the /netscaler/monitors/ directory.
The /nsconfig/monitors/ directory is empty.
If you create a new custom script, you must save it in the /nsconfig/monitors/ directory.

For the scripts to function correctly, the name of the script file must not exceed 63 characters, and the
maximum number of script arguments is 512. To debug the script, you must run it by using the nsumon-
debug.pl script from the NetScaler command line. You use the script name (with its arguments), IP
address, and the port as the arguments of the nsumon-debug.pl script. Users must use the script name,
IP address, port, time-out, and the script arguments for the nsumon-debug.pl script.

Important: Starting with release 10.5 build 57.x, script files for user monitors support IPv6 addresses and

incl

citrix.com

ude the following changes:

For the following protocols, new pm files have been included for IPv6 support.
® Radius

" NNTP

" POP3

= SMTP

The following sample scripts in /netscaler/monitors/ has been updated for IPv6 support:
® nsbmradius.pl

® npsldap.pl

" nsnntp.pl

" nspop3 nssf.pl

® nssnmp.pl

" nswi.pl

" nstftp.pl

® pnssmtp.pl

" nsrdp.pl

" nsntim-lwp.pl

= nsftp.pl

® nsappc.pl
After upgrading to release 10.5 build 57.x, if you want to use your existing custom scripts with IPv6
services, make sure that you update the existing custom scripts with the changes provided in the
updated sample scripts in /netscaler/monitors/.

Note: The sample script nsmysql.pl does not support IPv6 address. If an IPv6 service is bound to a user
monitor that uses nsmysql.pl, the probe will fail.
The following LB monitor types have been updated to support IPv6 addresses:

= USER

= SMTP

" NNTP

= | DAP

= SNMP

" POP3
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FTP_EXTENDED
STOREFRONT

APPC

CITRIX_WI_EXTENDED

If you are creating a new custom script that uses one of these LB monitors types, make sure that
you include IPv6 support in the custom script. Refer to the associated sample script in
/netscaler/monitors/ for the changes that you have to make in the custom script for IPv6 support.

To track the status of the server, the monitor sends an HTTP POST request to the configured dispatcher. This POST
request contains the IP address and port of the server, and the script that must be executed. The dispatcher executes
the script as a child process, with user-defined parameters (if any). Then, the script sends a probe to the server. The
script sends the status of the probe (response code) to the dispatcher. The dispatcher converts the response code to an
HTTP response and sends it to the monitor. Based on the HTTP response, the monitor marks the service as up or

down.

The appliance logs the error messages to the /var/nslog/nsumond.log file when user monitor probes fail. The following
table lists the user monitors and the possible reasons for failure.

User monitor type Probe failure reasons

SMTP

NNTP

A

>

LDAP

p=)

p)

p)

FTP

p=)

>

>

POP3

p)
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Monitor fails to establish a connection to the server.

Monitor fails to establish a connection to the server.

Missing or invalid script arguments, which can include an invalid number of
arguments or argument format.

Monitor fails to find the NNTP group.

Monitor fails to establish a connection to the server.

Missing or invalid script arguments, which can include an invalid number of
arguments or argument format.

Monitor fails to bind to the LDAP server.

Monitor fails to locate an entry for the target entity in the LDAP server.

The connection to the server times out.

Missing or invalid script arguments, which can include an invalid number of
arguments or argument format.

Logon fails.

Monitor fails to find the file on the server.

Monitor fails to establish a connection to the database.

Missing or invalid script arguments, which can include an invalid number of
arguments or argument format.

426



p)

POP3

p=)

>

p=2

p=)

SNMP

p=2

p)

p=)

>

p=)

RDP (Windows
Terminal Server)
A

A

A

You can view the log file from the NetScaler command line by using the following commands, which open a BSD shell,

Logon fails.

Monitor fails to establish a connection to the database.

Missing or invalid script arguments, which can include an invalid number of
arguments or argument format.

Logon fails.

Preparation of SQL query fails.

Execution of SQL query fails.

Monitor fails to establish a connection to the database.

Missing or invalid script arguments, which can include an invalid number of
arguments or argument format.

Logon fails.

Monitor fails to create the SNMP session.

Monitor fails to find the object identifier.

The monitor threshold value setting is greater than or equal to the actual threshold
of the monitor.

Missing or invalid script arguments, which can include an invalid number of
arguments or argument format.

Monitor fails to create a socket.

Mismatch in versions.

Monitor fails to confirm connection.

display the log file on the screen, and then close the BSD shell and return you to the NetScaler command prompt:

> shel |

root @s# cat /var/nslog/ nsunond. | og

root @s# exit
>

User monitors also have a time-out value and a retry count for probe failures. You can use user monitors with non-user

monitors. During high CPU utilization, a non-user monitor enables faster detection of a server failure.

Note: If the user monitor probe times out during high CPU usage, the state of the service remains unchanged.
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How to Use a User Monitor to Check Web Sites

You can configure a user monitor to check for specific Web site problems that are reported by HTTP servers using
specific HTTP codes. The following table lists the HTTP response codes that this user monitor expects.

HTTP Meaning

response
(ofo]o [}

200 - Probe success.

success

503 - Probe failure.

service

unavailable

404 - not Script not found or cannot execute.

found

500 - Internal error/resource constraints in dispatcher (out of memory, too many connections,
Internal unexpected system error, or too many processes). The service is not marked DOWN.

server error

400 - bad Error parsing HTTP request.
request

502 - bad Error decoding script's response.
gateway

You configure the user monitor for HTTP by using the following parameters.

scriptName The path and name of the script to execute.

scriptArgs The strings that are added in the POST data. They are copied to the request verbatim.
dispatcherlP The IP address of the dispatcher to which the probe is sent.

dispatcherPort The port of the dispatcher to which the probe is sent.

localfileName The name of a monitor script file on the local system.

destPath A particular location on the NetScaler appliance where the uploaded local file is stored.

To create a user monitor to monitor HTTP, see Configuring Monitors in a Load Balancing Setup.
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Understanding the Internal Dispatcher

You can use a custom user monitor with the internal dispatcher. Consider a case where you need to track the health of
a server based on the presence of a file on the server. The following diagram illustrates this scenario.

Figure 1. Using a User Monitor with the Internal Dispatcher

File name: Sample.txt
Script location: fhome/user
User name: root
Password: passwd

IP address: 10.102.29.10
Dispatcher port: 21

Server-1

o
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(internal dispatcher) Server-2
Script name: nsftp.pl

Script location: /nsconfig/monitors/
Dispatcher IP: 127.0.0.1

Dispatcher port: 3013

m/

N~

Server-3

A possible solution is to use a Perl script that initiates an FTP session with the server and checks for the presence of
the file. You can then create a user monitor that uses the Perl script. The NetScaler includes such a Perl script (nsftp.pl),
in the /nsconfig/monitors/ directory.

You can use a user monitor with an external dispatcher. Consider a case where you must track the health of a server
based on the state of an SMTP service on another server. This scenario is illustrated in the following diagram.

Figure 2. Using a User Monitor with an External Dispatcher

Script name: smtp.pl
Script location: fcgi-bin/
IP address: 10.102.29.20
Port: 80

A Citrix NetScaler

Server-2 (External Dispatcher)

IP address: 10.102.29.30
Port: 25
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A possible solution would be to create a Perl script that checks the state of the SMTP service on the server. You can
then create a user monitor that uses the Perl script.
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Configuring a Custom User Monitor

To configure a custom user monitor, you must first write the script that performs the action that the monitor will use to
check the service that is bound to it, and upload the script to the /home/user directory on the NetScaler appliance. Then
you create the monitor on the appliance, as described below.

Note: Monitor probes originate from the NetScaler IP (NSIP) address.

To configure a user monitor by using the command line interface

At the command prompt, type:
add Ib monitor <monitorName> USER -scriptname <NameOfScript> &€“scriptargs <Arguments>

Example

add nmonitor Monitor-User-1 USER -scriptnanme nsftp.pl &€“scriptargs "file=/home/user/
sanpl e. t xt ; user =r oot ; passwor d=passwd”

citrix.com

431



Understanding Load Monitors

Load monitors use SNMP polled OIDs to calculate load. The load monitor uses the IP address of the service to which it
is bound (the destination IP address) for polling. It sends an SNMP query to the service, specifying the OID for a metric.
The metrics can be CPU, memory, or number of server connections. The server responds to the query with a metric
value. The metric value in the response is compared with the threshold value. The NetScaler appliance considers the
service for load balancing only if the metric is less than the threshold value. The service with the lowest load value is
considered first.

The following diagram illustrates a load monitor configured for the services described in the basic load balancing setup
discussed in Setting Up Basic Load Balancing.

Figure 1. Operation of Load Monitors
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Note: The load monitor does not determine the state of the service. It only enables the appliance to consider the service for
load balancing.

After you configure the load monitor, you must then configure the metrics that the monitor will use. For load assessment,
the load monitor considers server parameters known as metrics, which are defined within the metric tables in the
appliance configuration. Metric tables can be of two types:

o Local. By default, this table exists in the appliance. It consists of four metrics: connections, packets,
response time, and bandwidth. The appliance specifies these metrics for a service, and SNMP queries are
not originated for these services. These metrics cannot be changed.

o Custom. A user-defined table. Each metric is associated with an OID.

By default, the appliance generates the following tables:

NetScaler
RADWARE
CISCO-CSS
LOCAL
FOUNDRY
ALTEON

O 0O O0OO0OO0OO O

You can either add the appliance-generated metric tables, or you can add tables of your own choosing, as shown in the
following table. The values in the metric table are provided only as examples. In an actual scenario, consider the real
values for the metrics.
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CPU 1.2.34 2 70
Memory 45.6.7 3 80
Connections 5.6.7.8 4 90

To calculate the load for one or more metrics, you assign a weight to each metric. The default weight is 1. The weight

represents the priority given to each metric. If the weight is high, the priority is high. The appliance chooses a service
based on the SOURCEIPDESTIP hash algorithm.

You can also set the threshold value for each metric. The threshold value enables the appliance to select a service for

load balancing if the metric value for the service is less than the threshold value. The threshold value also determines
the load on each service.
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Configuring Load Monitors
To configure a load monitor, first create the load monitor. For instructions on creating a monitor, see Creating Monitors.

Next, select or create the metric table to define a set of metrics that determine the state of the server, and (if you create
a metric table) bind each metric to the metric table.

To create a metric table by using the command line interface
At the command prompt, type the following commands:

o add Ib metricTable <metricTableName>
o bind Ib metricTable <metricTableName> <metric> <SNMPOID>

Example
add netricTabl e Tabl e-Custom 1

bind nmetricTabl e Table-Custom1 1.3.6.1.4.1.5951.4.1.1.41.1.5 11

To create a metric table and bind metrics to it by using the configuration
utility

1. Navigate to Traffic Management > Load Balancing > Metric Tables and create a metric table.
2. To bind metrics, click Bind and specify a metric and an SNMP OID.
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Unbinding Metrics from a Metrics Table

You can unbind metrics from a metrics table if the metrics need to be changed, or if you want to remove the metrics
table entirely.

To unbind metrics from a metric table by using the command line interface

At the command prompt, type:
unbind Ib metricTable <metricTable> <metric>

Example

unbind nmetricTable Table-Custom1 1.3.6.1.4.1.5951.4.1.1.41.1.5

To unbind metrics from a metric table by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Metric Tables.
2. Open a metric table, select a metric, and click Delete.

You can view the detail of all configured metric tables, such as name and type, to determine whether the metric table is
internal or created and configured.
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Configuring Monitors in a Load Balancing Setup

To configure monitors on a Web site, you first decide whether to use a built-in monitor or create your own monitor. If you
create a monitor, you can choose between creating a monitor based on a built-in monitor, or creating a custom monitor
that uses a script that you write to monitor the service. For more information about creating custom monitors, see
Custom Monitors. Once you have chosen or created a monitor, you then bind it to the appropriate service. The following
conceptual diagram illustrates a basic load balancing setup with monitors.

Figure 1. How Monitors Operate
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As shown above, each service has a monitor bound to it. The monitor probes the load balanced server via its service.
As long as the load balanced server responds to the probes, the monitor marks it UP. If the load balanced server should
fail to respond to the designated number of probes within the designated time period, the monitor marks it DOWN.

This section includes the following details:

Creating Monitors

Binding Monitors to Services

Modifying Monitors

Enabling and Disabling Monitors

Unbinding Monitors

Removing Monitors

Viewing Monitors

Closing Monitor Connections

Ignoring the Upper Limit on Client Connections for Monitor Probes

O 0 O0OO0OO0OO0OOO0OO O
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Creating Monitors

The NetScaler appliance provides a set of built-in monitors. It also allows you to create custom monitors, either based
on the built-in monitors or from scratch.

To create a monitor by using the command line interface

At the command prompt, type:
add Ib monitor <noni t or Name> <monitorType> [<interval>]

Example

add | b nmon nonitor-HTTP-1 HITP

add I b nmon nonitor-HTTP-2 TCP 2

To create a monitor by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Monitors, and create a monitor.
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Binding Monitors to Services
After creating a monitor, you bind it to a service. You can bind one or multiple monitors to a service. If you bind one
monitor to a service, that monitor determines whether the service is marked UP or DOWN. If you bind multiple monitors

to a service, the NetScaler appliance checks all monitors bound to that service using a calculation that you control, and
marks the service UP or DOWN depending on the results.

Note: The destination IP address of a monitor probe can be different than the server IP address and port.

To bind a monitor to a service by using the command line interface

At the command prompt, type:
bind Ib monitor <monitorName> <ServiceName>

Example

bi nd non nmonitor-HTTP-1 Servi ce-HITP-1

To bind a monitor to a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services.
2. Open the service, and add a monitor.
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Modifying Monitors

You can modify the settings for any monitor that you created.

Note: Two sets of parameters apply to monitors: those that apply to all monitors, regardless of type, and those that are
specific to a monitor type. For information on parameters for a specific monitor type, see the description for that type of
monitor.

To modify an existing monitor by using the command line interface

At the command prompt, type:
set Ib monitor <monitorName> <type> -interval <interval> -resptimeout <resptimeout>

Example

set nmon nmonitor-HTTP-1 HTTP -interval 50 mlli
-resptimeout 20 mlli

To modify an existing monitor by using the configuration utility

Navigate to Traffic Management > Load Balancing > Monitors, and open a monitor to modify.
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Enabling and Disabling Monitors

By default, monitors bound to services and service groups are enabled. When you enable a monitor, the monitor begins
probing the services to which it is bound. If you disable a monitor bound to a service, the state the service is determined
using the other monitors bound to the service. If the service is bound to only one monitor, and if you disable the monitor,
the state of the service is determined using the default monitor.

To enable a monitor by using the command line interface

At the command prompt, type:
enable Ib monitor <monitorName>

Example
enable I'b nmon nonitor-HTTP-1
To enable a monitor by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Monitors.
2. Select a monitor, and from the Action list, select Enable or Disable.

To disable a monitor by using the command line interface

At the command prompt, type:
disable Ib monitor <monitorName>

Example

disable I'b non nonitor-HTTP-1
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Unbinding Monitors

You can unbind monitors from a service and service group. When you unbind a monitor from the service group, the
monitors are unbound from the individual services that constitute the service group. When you unbind a monitor from a
service or a service group, the monitor does not probe the service or the service group.

Note: When you unbind all user-configured monitors from a service or a service group, the default monitor is bound to the
service and the service group. The default monitors then probes the service or the service groups.

To unbind a monitor from a service by using the command line interface

At the command prompt, type:
unbind Ib monitor <monitorName>

Example

unbi nd nmon nonitor-HTTP-1 Service-HTTP-1

To unbind a monitor from a service by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Services, and open a service to modify.
2. Click in the Monitors section, select a monitor, and click Unbind.
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Removing Monitors

After you unbind a monitor that you created from its service, you can remove that monitor from the NetScaler
configuration. (If a monitor is bound to a service, it cannot be removed.)

Note: When you remove monitors bound to a service, the default monitor is bound to the service. You cannot remove default
monitors.

To remove a monitor by using the command line interface

At the command prompt, type:
rm Ib monitor <monitorName> <type>

Example

rmlb nmonitor nonitor-HITP-1 HTTP

To remove a monitor by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Monitors.
2. Select a monitor, and click Delete.
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Viewing Monitors

You can view the services and service groups that are bound to a monitor. You can verify the settings of a monitor to
troubleshoot your NetScaler configuration. The following procedure describes the steps to view the bindings of a
monitor to the services and service groups.

To view monitor bindings by using the command line interface

At the command prompt, type:
show Ib monbindings <MonitorName>

Example
show | b nmonbi ndi ngs noni tor-HTTP-1
To view monitor bindings by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Monitors.
2. Select a monitor, and in the Action list, click Show Bindings.

To view monitors by using the command line interface

At the command prompt, type:
show lb monitor <monitorName>

Example

show I b non nonitor-HTTP-1

To view monitors by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Monitors. The details of the available monitors appear in the
Monitors pane.
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Closing Monitor Connections

The NetScaler appliance sends probes to the services through the monitors bound to the services. By default, the
monitor on the NetScaler and the physical server follow the complete handshake procedure even for monitor probes.
However, this procedure adds overhead to the monitoring process and may not be always necessary.

For the TCP monitors, you can configure the NetScaler to close a monitor-probe connection after receiving SYN-ACK

from the service. To do so, set the value of the monitorConnectionClose parameter to RESET. If you want the monitor-
probe connection to go through the complete procedure, set the value to FIN.

Note: The monitorConnectionClose setting is applicable to all the monitors bound to all the services configured on the
NetScaler appliance.

To configure monitor-connection closure by using the command line interfact

At the command prompt, type:
set Ib parameter -monitorConnectionClose <monitor_conn_close_option>

Example

set | b paraneter -nonitorConnectionCl ose RESET

To configure monitor-connection closure by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Configure Load Balancing Parameters.
2. Select FIN or Reset.
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Ignoring the Upper Limit on Client Connections for Monitor Probes

Depending on considerations such as the capacity of a physical server, you can specify a limit on the maximum number
of client connections made to any service. If you have set such a limit on a service, the NetScaler appliance stops
sending requests to the service when the threshold is reached and resumes sending connections to the service after the
number of existing connections falls to within the limits. You can configure the NetScaler to skip this check when it
sends monitor-probe connections to a service.

Note: You cannot skip the maximum-client-connections check for an individual service. If you specify this option, it applies to
all the monitors bound to all the services configured on the NetScaler appliance.

To set the Skip MaxClients for Monitor Connections option by using the
command line interface

At the command prompt, type:
set Ib parameter -monitorSkipMaxClient (ENABLED|DISABLED)

Example

set | b paraneter -nonitorSki pMaxd ient enabl ed

To set the Skip MaxClients for Monitor Connections option by using the
configuration utility

1. Navigate to Traffic Management > Load Balancing > Configure Load Balancing Parameters.
2. Select Skip MaxClients for Monitoring Connections.
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Managing a Large Scale Deployment

The NetScaler appliance contains several features that are helpful when you are configuring a large load balancing
deployment. Instead of configuring virtual servers and services individually, you can create groups of virtual servers and

services. You can also create a range of virtual servers and services, and you can translate or mask virtual server and
service IP addresses.

You can set persistence for a group of virtual servers. You can bind monitors to a group of services. Creating a range of
virtual servers and services of identical type allows you to set up and configure those servers in a single procedure,
which significantly shortens the time required to configure those virtual servers and services.

By translating or masking IP addresses, you can take down virtual servers and services, and make changes to your
infrastructure, without extensive reconfiguration of your service and virtual server definitions.
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Ranges of Virtual Servers and Services

When you configure load balancing, you can create ranges of virtual servers and services, eliminating the need to
configure virtual servers and services individually. For example, you can use a single procedure to create three virtual
servers with three corresponding IP addresses. When more than one argument uses a range, all of the ranges must be
of the same size.

The following are the types of ranges you can specify when adding services and virtual servers to your configuration:
o Numeric ranges. Instead of typing a single number, you can specify a range of consecutive numbers.

For example, you can create a range of virtual servers by specifying a starting IP address, such as
10.102.29.30, and then typing a value for the last byte that indicates the range, such as 34. In this
example, five virtual servers will be created with IP addresses that range between 10.102.29.30 and
10.102.29.34.

Note: The IP addresses of the virtual servers and services must be consecutive.

o Alphabetic ranges. Instead of typing a literal letter, you can substitute a range for any single letter, for
example, [C-G]. This results in all letters in the range being included, in this case C, D, E, F, and G.

For example, if you have three virtual servers named Vserver-x, Vserver-y, and Vserver-z, instead of
configuring them separately, you can type vserver [x-z] to configure them all.

Creating a Range of Virtual Servers

Updated: 2013-11-12

You create a range of virtual servers as described below.

To create range of virtual servers by using the command line interface

At the command prompt, type one of the following commands:

o add Ib vserver <name>@x<protocol> -range <rangeValue> <IPAddress> [<port>]
o add Ib vserver <nane>@<rangeValue>]> <protocol> <IPAddress[<rangeValue>]> [<port>]

Example

add | b vserver Vserver-LB-2 http -range 6 10.102.29.30 80

OR

> add | b vserver vserver[P-R] http 10.102.29.[26-28] 80
vserver "vserverP" added

vserver "vserver@' added

vserver "vserverR' added

Done

To create range of virtual servers by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2. Add a virtual server, and specify a range.

Creating a Range of Services

Updated: 2013-11-12

You create a range of services as described below. If you specify a range for the service name, specify a range for the
IP address too.

To create range of services by using the command line interface

At the command prompt, type the command:
add service <name>@ <I P>@<protocol> <port>
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Example

> add service serv[1-3] 10.102.29.[102-104] http 80
service "servl" added
service "serv2" added
service "serv3" added
Done
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Configuring Service Groups

Configuring a service group enables you to manage a group of services as easily as a single service. For example, if
you enable or disable any option, such as compression, health monitoring or graceful shutdown, for a service group, the
option gets enabled for all the members of the service group.

After creating a service group, you can bind it to a virtual server, and you can add services to the group. You can also
bind monitors to service groups.

The members of a service group can be identified by IP address or server name.

Using domain-name based service (DBS) group members is advantageous because you need not reconfigure the
member on the NetScaler appliance if the IP address of the member changes. The appliance automatically senses such
changes through the configured name server. This feature is particularly useful in cloud scenarios, where the service
provider can change a physical server or change the IP address for a service. If you specify a DBS group member, the
NetScaler learns the IP address dynamically.

You can bind both IP-based and DBS members to the same service group.

Note: If you use DBS service group members, make sure that either a name server is specified or a DNS server is configured
on the NetScaler. A domain name will be resolved into an IP address only if the corresponding address record is present on
the NetScaler or the name server.

Creating Service Groups

Updated: 2013-09-04

You can configure up to 8192 service groups on the NetScaler appliance.
To create a service group by using the command line

At the command prompt, type:
add servicegroup <ServiceGroupName> <Protocol>

Example

add servicegroup Service-Goup-1 HTITP
To create a service group by using the configuration utility

Navigate to Traffic Management > Load Balancing > Service Groups, and add a service group.

Binding a Service Group to a Virtual Server

Updated: 2013-11-12

When you bind a service group to a virtual server, the member services are bound to the virtual server.
To bind a service group to a virtual server by using the command line interface

At the command prompt, type:
bind Ib vserver <name>@<serviceGroupName>

Example

bind I b vserver Vserver-LB-1 Service-G oup-1
To bind a service group to a virtual server by using the configuration utility

1. Navigate to Traffic Management > Load Balancing > Virtual Servers, and open a virtual server.
2. In Advanced Settings, select Service Groups.

Binding a Member to a Service Group
Updated: 2013-11-12

Adding services to a service group enables the service group to manage the servers. You can add the servers to a
service group by specifying the IP addresses or the names of the servers.
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In the configuration utility, if you want to add a domain-name based service group member, select Server Based.

With this option, you can add any server that has been assigned a name, regardless of whether the name is an IP
address or a user-a