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The architecture can be broken down into six core components: 

1. Virtualization Infrastructure: The virtualization infrastructure allows for the 
dividing of a single physical server into multiple virtual servers all sharing 
resources. The virtualization infrastructure for this pilot architecture is based on 
XenServer as it is included as part of the XenDesktop overall solution. The 
virtualization infrastructure could also leverage Microsoft Hyper-V or VMware ESX. 

2. Virtual Desktop Delivery Controller: The virtual desktop delivery controller is 
responsible for the registration of new virtual desktops and directing requests for 
virtual desktops to available systems. Users interact indirectly with the controller 
via the integrated Web Interface component. Through a web-based site, or 
through a locally installed receiver, users will be delivered their virtual desktop. 

3. Virtual Desktop Provisioning: The provisioning server aspect of the XenDesktop 
solution delivers an operating system image to the virtual desktop instance on the 
virtualization infrastructure. A base operating system image is created that 
contains all operating system-level configurations as dictated by the organization’s 
policies. The base image, however, does not contain applications. As each virtual 
desktop boots, the operating system is streamed over the network to the virtual 
desktop. The power of this solution is identified when updates are 
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required as only the base image requires updating and all virtual desktops will 
utilize the latest image upon next reboot. By stripping out the applications, a single 
instance of each operating system version is required for an organization. 
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Virtual Desktop Creation 

At the core, the XenDesktop solution is based on a core operating system image to 
be delivered to thousands of endpoints. To simplify and reduce the number unique 
virtual desktops, the base image should only contain the minimal set of options. 
The following sub-sections will show how to build either a Windows XP or 
Windows Vista base image for a XenDesktop Pilot. This step is broken down into 
the following components: 

 XenServer Virtual Machine Creation 

 Operating System Installation 

 Citrix Virtual Desktop Agent Setup 
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XenServer Virtual Machine Creation 

The first step in the building of the pilot environment for a XenDesktop
infrastructure is to build the golden desktop image. This starts with the allocation 
of a virtual machine within the virtualization infrastructure. The following section 
explains how this is accomplished with Citrix XenServer. 
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Operating System Installation 

The preferred operating system should be installed within the newly allocated 
virtual machine. The configuration of the operating system should follow the 
organization’s standards. Before moving onto the next phase, it is advisable to 
install the XenServer Tools into the image to allow for the best possible 
performance and functionality. 
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Citrix Virtual Desktop Agent Setup 

The Citrix Virtual Desktop Agent is part of the virtualized desktop. It is responsible 
for maintaining the connection between the physical endpoint to the virtual 
desktop over the Citrix ICA protocol. 
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Virtual Desktop Provisioning 

Once the golden base image has been created, it has to be delivered to the 
potentially thousands of users in an efficient manner, which is with provisioning. 
The following subsections will demonstrate how to setup the infrastructure to 
provision the base desktop image: 

 Virtual Disk Allocation 

 Provisioning Server Agent Setup 

 Desktop and Virtual Disk Linking 

 Base Image Build 

Assumption: To provide redundancy, two Provisioning Servers are setup and 
configured. The storage location (F:\) is a Network Attached Storage share. 
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Virtual Disk Allocation 

Provisioning Server stores an entire desktop image into a single file. Before the 
desktop and file can be synchronized, an appropriate amount of drive space must 
be allocated, which is accomplished in the following steps. 
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Provisioning Server Agent Setup 

After disk allocation, a link must be created between the desktop and the virtual 
disk. This link is built with the Provisioning Server Agent. Configuring the agent is 
accomplished with the following steps: 
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Desktop and Virtual Disk Linking 

With the virtual disk and agent allocated and configured, the link can be created. 
This step requires the workstation to use a PXE boot up sequence in order to find 
the Provisioning Server. In order for this to be accomplished, DHCP must be set 
correctly by configuring DHCP options 66 and 67 appropriately. This should have 
been completed as part of the infrastructure build. Verify that the options have 
been set before continuing. Assumption: DHCP options 66 and 67 have been 
configured appropriately. 
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Base Image Build 

Once the desktop is in a pristine condition, it is time to build the virtual disk image. 
This image will be delivered to the thousands of virtualized desktops moving 
forward. Updating this one image will subsequently update the desktops that rely 
upon this image. 
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Deliver Virtual Desktop 

The final process for virtual desktop delivery is to configure the XenDesktop 
infrastructure to provisioning the golden image to the defined virtual workstations 
based on a user’s login identification. This is accomplished with the following 
sections: 

 XenServer Template Creation 

 Virtual Disk Cloning 
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XenServer Template Creation 

To simplify the upcoming cloning process, a XenServer Template is required. This 
template will provide a guide as to how the virtual machine instances should be 
allocated (RAM, CPU, optimization settings, etc). 
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Virtual Desktops Cloning 

With a single tool, the final steps in the infrastructure are configured. Based on the 
responses given within the tool, any number of virtual machines will be created 
and linked to a provisioning server virtual disk available to a certain user group. 
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Virtual Desktop Provisioning 
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Validate 

With the process completed, it is time to test the environment to make sure a user 
is able to launch a virtual desktop. Assumption: The user’s endpoint device has 
already installed the Desktop Receiver appropriately. 
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